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#### Abstract

In this paper we consider the Kantorovich's theorem for solving generalized equations $F(x)+Q(x) \ni 0$ using Newton's method, where $F$ is a Fréchet differentiable function and $Q$ is a set-valued and maximal monotone function acting between Hilbert spaces. We used our new idea of restricted convergence domains to obtain better location about where the iterates are located leading to a tighter convergence analysis than in the earlier studies and under the same or less computational cost of the majorant functions involved.
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## Introduction

In [18], G. S. Silva considered the problem of approximating the solution of the generalized equation

$$
\begin{equation*}
F(x)+Q(x) \ni 0, \tag{1}
\end{equation*}
$$

where $F: D \longrightarrow H$ is a Fréchet differentiable function, $H$ is a Hilbert space with inner product $\langle.,$.$\rangle and corresponding norm \|\|,. D \subseteq H$ an open set and $T: H \rightrightarrows H$ is set-valued and maximal monotone. It is well known that the system of nonlinear equations and abstract

[^0]inequality system can be modeled as equation of the form (1) [17]. If $\psi: H \longrightarrow(-\infty,+\infty]$ is a proper lower semi continuous convex function and
\[

$$
\begin{equation*}
Q(x)=\partial \psi(x)=\{u \in H: \psi(y) \geq \psi(x)+\langle u, y-x\rangle\}, \quad \text { for all } y \in H \tag{2}
\end{equation*}
$$

\]

then (1) becomes the variational inequality problem

$$
F(x)+\partial \psi(x) \ni 0,
$$

including linear and nonlinear complementary problems. Newton's method for solving (1) for an initial guess $x_{0}$ is defined by

$$
\begin{equation*}
F\left(x_{k}\right)+F^{\prime}\left(x_{k}\right)\left(x_{k+1}-x_{k}\right)+Q\left(x_{k+1}\right) \ni 0, \quad k=0,1,2 \ldots \tag{3}
\end{equation*}
$$

has been studied by several authors [1-24]. In [13], Kantorovich obtained a convergence result for Newton's method for solving the equation $F(x)=0$ under some assumptions on the derivative $F^{\prime}\left(x_{0}\right)$ and $\left\|F^{\prime}\left(x_{0}\right)^{-1} F\left(x_{0}\right)\right\|$. Kantorovich, used the majorization principle to prove his results. Later in [16], Robinson considered generalization of the Kantorovich theorem of the type $F(x) \in K$, where $K$ is a nonempty closed and convex cone, and obtained convergence results and error bounds for this method. Josephy [12], considered a semilocal Newton's method of the kind (3) in order to solving (1) with $F=N_{C}$ the normal cone mapping of a convex set $C \subset \mathbb{R}^{2}$.

The main concern in this paper is the enlargement of the convergence domain which is small in general, the improvement of the error bounds and a better information on the location of the solution. The novelty of this paper is in the fact that the above are obtained under the same computational cost on the majorizing functions involved. In particular, the sufficient convergence conditions are weaker as demonstrated in the theoretical part of the paper as well as through the numerical example. So it is clear that readers in this area will go and use the new sufficient criteria and abandon the old ones, since those will never be better than the new ones (unless if all majorizing sequences are the same, which is not true in general and thats the whole point of this paper). These are main concerns in computational mathematics.

The rest of this paper is organized as follows. Preliminaries are given in "Preliminaries" section and the main results are presented in the concluding "Semilocal Convergence" section.

## Preliminaries

Let $U(x, \rho)$ and $\bar{U}(x, \rho)$ stand respectively for open and closed balls in $H$ with center $x \in H$ and radius $\rho>0$. The following Definitions and Lemmas are used for proving our results. These items are stated briefly here in order to make the paper as self contains as possible. More details can be found in [18].

Definition 2.1 Let $D \subseteq H$ be an open nonempty subset of $H, h: D \longrightarrow H$ be a Fréchet differentiable function with Fréchet derivative $h^{\prime}$ and $Q: H \rightrightarrows H$ be a set mapping. The partial linearization of the mapping $h+Q$ at $x \in H$ is the set-valued mapping $L_{h}(x,$.$) :$ $H \rightrightarrows H$ given by

$$
\begin{equation*}
L_{h}(x, y):=h(x)+h^{\prime}(x)(y-x)+Q(y) . \tag{4}
\end{equation*}
$$

For each $x \in H$, the inverse $L_{h}(x, .)^{-1}: H \rightrightarrows H$ of the mapping $L_{h}(x,$.$) at z \in H$ is defined by

$$
\begin{equation*}
L_{h}(x, .)^{-1}:=\left\{y \in H: z \in h(x)+h^{\prime}(x)(y-x)+Q(y)\right\} . \tag{5}
\end{equation*}
$$

Definition 2.2 Let $Q: H \rightrightarrows H$ be a set-valued operator. $Q$ is said to be monotone if for any $x, y \in \operatorname{dom} Q$ and $u \in Q(y), v \in Q(x)$ implies that the following inequality holds:

$$
\langle u-v, y-x\rangle \geq 0 .
$$

A subset of $H \times H$ is monotone if it is the graph of a monotone operator. If $\varphi: H \longrightarrow$ $(-\infty,+\infty]$ is a proper function then the subgradient of $\varphi$ is monotone.

Definition 2.3 Let $Q: H \rightrightarrows H$ be monotone. Then $Q$ is maximal monotone if the following implication holds for all $x, u \in H$ :
$\langle u-v, y-x\rangle \geq 0$ for each $y \in \operatorname{dom} Q$ and $v \in Q(y) \Rightarrow x \in \operatorname{dom} Q$ and $v \in Q(y)$.

Lemma 2.4 ([22]) Let $G$ be a positive operator (i.e., $\langle G(x), x\rangle \geq 0$ ). The following statements about $G$ hold:

- $\left\|G^{2}\right\|=\|G\|^{2}$;
- If $G^{-1}$ exists, then $G^{-1}$ is a positive operator.

Lemma 2.5 ([21, Lemma 2.2]) Let $G$ be a positive operator. Suppose $G^{-1}$ exists, then for each $x \in H$ we have

$$
\langle G(x), x\rangle \geq \frac{\|x\|^{2}}{\left\|G^{-1}\right\|} .
$$

## Semilocal Convergence

We present the semilocal convergence analysis of generalized Newton's method using some more flexible scalar majorant functions than in [18].

Theorem 3.1 Let $F: D \subseteq H \longrightarrow H$ be continuous with Fréchet derivative $F^{\prime}$ continuous on D. Let also $Q: H \rightrightarrows H$ be a set-valued operator. Suppose that there exists $x_{0} \in D$ such that $F^{\prime}\left(x_{0}\right)$ is a positive operator and $\hat{F}^{\prime}\left(x_{0}\right)^{-1}$ exists. Let $R>0$ and $\rho:=\sup \{t \in$ $\left.[0, R): U\left(x_{0}, t\right) \subseteq D\right\}$. Suppose that there exists $f_{0}:[0, R) \longrightarrow \mathbb{R}$ twice continuously differentiable such that for each $x \in U\left(x_{0}, \rho\right)$

$$
\begin{equation*}
\left\|\hat{F}^{\prime}\left(x_{0}\right)^{-1}\right\|\left\|F^{\prime}(x)-F^{\prime}\left(x_{0}\right)\right\| \leq f_{0}^{\prime}\left(\left\|x-x_{0}\right\|\right)-f_{0}^{\prime}(0) \tag{7}
\end{equation*}
$$

Moreover, suppose that
$\left(h_{1}^{0}\right) f_{0}(0)>0$ and $f_{0}^{\prime}(0)=-1$.
$\left(h_{2}^{0}\right) f_{0}^{\prime}$ is convex and strictly increasing.
$\left(h_{3}^{0}\right) f_{0}(t)=0$ for some $t \in(0, R)$.
Then, sequence $\left\{t_{n}^{0}\right\}$ generated by $t_{0}^{0}=0$,

$$
t_{n+1}^{0}=t_{n}^{0}-\frac{f_{0}\left(t_{n}^{0}\right)}{f_{0}^{\prime}\left(t_{n}^{0}\right)}, n=0,1,2, \ldots
$$

is strictly increasing, remains in $\left(0, t_{0}^{*}\right)$ and converges to $t_{0}^{*}$, where $t_{0}^{*}$ is the smallest zero of function $f_{0}$ in $(0, R)$. Furthermore, suppose that for each $x, y \in D_{1}:=\bar{U}\left(x_{0}, \rho\right) \cap U\left(x_{0}, t_{0}^{*}\right)$ there exists $f_{1}:\left[0, \rho_{1}\right) \longrightarrow \mathbb{R}, \rho_{1}=\min \left\{\rho, t_{0}^{*}\right\}$ such that

$$
\begin{align*}
& \left\|\hat{F}^{\prime}\left(x_{0}\right)^{-1}\right\|\left\|F^{\prime}(y)-F^{\prime}(x)\right\| \leq f_{1}^{\prime}\left(\|x-y\|+\left\|x-x_{0}\right\|\right)-f_{1}^{\prime}\left(\left\|x-x_{0}\right\|\right) \\
& \text { and }\left\|x_{1}-x_{0}\right\| \leq f_{1}^{\prime}(0) \tag{8}
\end{align*}
$$

Moreover, suppose that
$\left(h_{1}^{1}\right) f_{1}(0)>0$ and $f_{1}^{\prime}(0)=-1$.
$\left(h_{2}^{1}\right) f_{1}^{\prime}$ is convex and strictly increasing.
$\left(h_{3}^{1}\right) f_{1}(t)=0$ for some $t \in\left(0, \rho_{1}\right)$.
$\left(h_{4}^{1}\right) f_{0}(t) \leq f_{1}(t)$ and $f_{0}^{\prime}(t) \leq f_{1}^{\prime}(t)$ for each $t \in\left[0, \rho_{1}\right)$.
Then, $f_{1}$ has a smallest zero $t_{1}^{*} \in\left(0, \rho_{1}\right)$, the sequences generated by generalized Newton's method for solving the generalized equation $F(x)+Q(x) \ni 0$ and the scalar equation $f_{1}(0)=0$, with initial point $x_{0}$ and $t_{0}^{1}$ (or $\left.s_{0}=0\right)$, respectively,

$$
\begin{aligned}
& 0 \in F\left(x_{n}\right)+F^{\prime}\left(x_{n}\right)\left(x_{n+1}-x_{n}\right)+Q\left(x_{n+1}\right), \\
& t_{n+1}^{1}=t_{n}^{1}-\frac{f_{1}\left(t_{n}^{1}\right)}{f_{1}^{\prime}\left(t_{n}^{1}\right)}\left(\text { or } s_{n+1}=s_{n}-\frac{f_{1}\left(s_{n}\right)}{f_{0}^{\prime}\left(s_{n}\right)}\right)
\end{aligned}
$$

are well defined, $\left\{t_{n}^{1}\right\}\left(\right.$ or $\left.s_{n}\right)$ is strictly increasing, remains in $\left(0, t_{1}^{*}\right)$ and converges to $t_{1}^{*}$. Moreover, sequence $\left\{x_{n}\right\}$ generated by generalized Newton's method (3) is well defined, remains in $U\left(x_{0}, t_{1}^{*}\right)$ and converges to a point $x^{*} \in \bar{U}\left(x_{0}, t_{1}^{*}\right)$, which is the unique solution of generalized equation $F(x)+Q(x) \ni 0$ in $\bar{U}\left(x_{0}, t_{1}^{*}\right)$. Furthermore, the following estimates hold:

$$
\begin{aligned}
\left\|x_{n}-x^{*}\right\| & \leq t_{1}^{*}-t_{n}^{1}, \quad\left\|x_{n}-x^{*}\right\| \leq t_{1}^{*}-s_{n}, \\
\left\|x_{n+1}-x^{*}\right\| & \leq \frac{t_{1}^{*}-t_{n+1}^{1}}{\left(t_{1}^{*}-t_{n}^{1}\right)^{2}}\left\|x_{n}-x^{*}\right\|^{2} \\
\left\|x_{n+1}-x^{*}\right\| & \leq \frac{t_{1}^{*}-s_{n+1}^{1}}{\left(t_{1}^{*}-s_{n}^{1}\right)^{2}}\left\|x_{n}-x^{*}\right\|^{2} \\
s_{n+1}-s_{n} & \leq t_{n+1}^{1}-t_{n}^{1},
\end{aligned}
$$

and sequences $\left\{t_{n}^{1}\right\},\left\{s_{n}\right\}$ and $\left\{x_{n}\right\}$ converge $Q$-linearly as follows:

$$
\begin{aligned}
\left\|x_{n+1}-x^{*}\right\| & \leq \frac{1}{2}\left\|x_{n}-x^{*}\right\|, \\
t_{1}^{*}-t_{n+1}^{1} & \leq \frac{1}{2}\left(t_{1}^{*}-t_{n}\right),
\end{aligned}
$$

and

$$
t_{1}^{*}-s_{n+1}^{1} \leq \frac{1}{2}\left(t_{1}^{*}-s_{n}\right) .
$$

Finally, if
$\left(h_{5}^{1}\right) f_{1}^{\prime}\left(t_{1}^{*}\right)<0$,
then the sequences $\left\{t_{n}^{1}\right\},\left\{s_{n}\right\}$ and $\left\{x_{n}\right\}$ converge $Q$-quadratically as follows:

$$
\begin{aligned}
\left\|x_{n+1}-x^{*}\right\| & \leq \frac{D^{-} f_{1}^{\prime}\left(t_{1}^{*}\right)}{-2 f_{1}^{\prime}\left(t_{1}^{*}\right)}\left\|x_{n}-x^{*}\right\|^{2}, \\
\left\|x_{n+1}-x^{*}\right\| & \leq \frac{D^{-} f_{1}^{\prime}\left(t_{1}^{*}\right)}{-2 f_{0}^{\prime}\left(t_{1}^{*}\right)}\left\|x_{n}-x^{*}\right\|^{2},
\end{aligned}
$$

$$
t_{1}^{*}-t_{n+1} \leq \frac{D^{-} f_{1}^{\prime}\left(t_{1}^{*}\right)}{-2 f_{1}^{\prime}\left(t_{1}^{*}\right)}\left(t_{1}^{*}-t_{n}\right)^{2},
$$

and

$$
t_{1}^{*}-s_{n+1} \leq \frac{D^{-} f_{1}^{\prime}\left(t_{1}^{*}\right)}{-2 f_{0}^{\prime}\left(t_{1}^{*}\right)}\left(t_{1}^{*}-s_{n}\right)^{2},
$$

where $D^{-}$stands for the left directional derivative of function $f_{1}$.
Remark 3.2 (a) Suppose that there exists $f:[0, R) \longrightarrow \mathbb{R}$ twice continuously differentiable such that for each $x, y \in U\left(x_{0}, \rho\right)$

$$
\begin{equation*}
\left\|\hat{F}^{\prime}\left(x_{0}\right)^{-1}\right\|\left\|F^{\prime}(y)-F^{\prime}(x)\right\| \leq f^{\prime}\left(\|x-y\|+\left\|x-x_{0}\right\|\right)-f^{\prime}\left(\left\|x-x_{0}\right\|\right) . \tag{9}
\end{equation*}
$$

If $f_{1}(t)=f_{0}(t)=f(t)$ for each $t \in[0, R)$, then Theorem 3.1 specializes to Theorem 4 in [18]. Otherwise, i.e., if

$$
\begin{equation*}
f_{0}(t) \leq f_{1}(t) \leq f(t) \text { for each } t \in\left[0, \rho_{1}\right), \tag{10}
\end{equation*}
$$

then, our Theorem is an improvement of Theorem 4 under the same computational cost, since in practice the computation of function $f$ requires the computation of functions $f_{0}$ or $f_{1}$ as special cases. Moreover, we have that for each $t \in\left[0, \rho_{1}\right)$

$$
\begin{equation*}
f_{0}(t) \leq f(t) \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{1}(t) \leq f(t) \tag{12}
\end{equation*}
$$

leading to $t_{n}^{1} \leq t_{n}, s_{n} \leq t_{n}$,

$$
\begin{align*}
t_{n+1}^{1}-t_{n}^{1} & \leq t_{n+1}-t_{n}  \tag{13}\\
s_{n+1}^{1}-s_{n}^{1} & \leq s_{n+1}-s_{n} \tag{14}
\end{align*}
$$

and

$$
\begin{equation*}
t_{1}^{*} \leq t^{*}, \tag{15}
\end{equation*}
$$

where $\left\{t_{n}\right\}$ is defined by

$$
t_{0}=0, t_{n+1}=t_{n}-\frac{f\left(t_{n}\right)}{f^{\prime}\left(t_{n}\right)},
$$

$t^{*}=\lim _{n \rightarrow \infty} t_{n}$ and $t^{*}$ is the smallest zero of function $f$ in $(0, R)$ (provided that the " $h$ " conditions hold for function $f$ replacing $f_{1}$ and $f_{0}$ ). If

$$
\begin{equation*}
-\frac{f_{1}(t)}{f_{1}^{\prime}(t)} \leq-\frac{f(s)}{f^{\prime}(s)} \tag{16}
\end{equation*}
$$

or

$$
\begin{equation*}
-\frac{f_{1}(t)}{f_{0}^{\prime}(t)} \leq-\frac{f(s)}{f^{\prime}(s)}, \tag{17}
\end{equation*}
$$

respectively for each $t \leq s$. Estimates (13) and (14) can be strict if (16) and (17) hold as strict inequalities.
(b) So far we have improved the error bounds and the location of the solution $x^{*}$ but not necessarily the convergence domain of the generalized Newton's method (3). We can also show that convergence domain can be improved in some interesting special cases. Let $F \equiv\{0\}$,

$$
\begin{array}{r}
f(t)=\frac{L}{2} t^{2}-t+\eta \\
f_{0}(t)=\frac{L_{0}}{2} t^{2}-t+\eta
\end{array}
$$

and

$$
f_{1}(t)=\frac{L_{1}}{2} t^{2}-t+\eta
$$

where $\left\|x_{1}-x_{0}\right\| \leq \eta$ and $L, L_{0}$ and $L_{1}$ are Lipschitz constants satisfying:

$$
\begin{aligned}
& \left\|\hat{F}^{\prime}\left(x_{0}\right)^{-1}\right\|\left\|F^{\prime}(y)-F^{\prime}(x)\right\| \leq L\|y-x\| \\
& \left\|\hat{F}^{\prime}\left(x_{0}\right)^{-1}\right\|\left\|F^{\prime}(x)-F^{\prime}\left(x_{0}\right)\right\| \leq L_{0}\left\|x-x_{0}\right\|
\end{aligned}
$$

and

$$
\left\|\hat{F}^{\prime}\left(x_{0}\right)^{-1}\right\|\left\|F^{\prime}(y)-F^{\prime}(x)\right\| \leq L_{1}\|y-x\|,
$$

on the corresponding balls. Then, we have that

$$
L_{0} \leq L
$$

and

$$
L_{1} \leq L .
$$

The corresponding majorizing sequences are

$$
\begin{aligned}
t_{0} & =0, t_{1}=\eta, t_{n+1}=t_{n}-\frac{f\left(t_{n}\right)}{f^{\prime}\left(t_{n}\right)}=t_{n}+\frac{L\left(t_{n}-t_{n-1}\right)^{2}}{2\left(1-L t_{n}\right)}, n=1,2, \ldots \\
t_{0}^{1} & =0, t_{1}^{1}=\eta, t_{n+1}^{1}=t_{n}^{1}-\frac{f_{1}\left(t_{n}^{1}\right)}{f_{1}^{\prime}\left(t_{n}^{1}\right)}=t_{n}^{1}+\frac{L_{1}\left(t_{n}^{1}-t_{n-1}^{1}\right)^{2}}{2\left(1-L t_{n}^{1}\right)}, n=1,2, \ldots \\
s_{0} & =0, s_{1}=\eta, \\
s_{n+1} & =s_{n}-\frac{f_{1}\left(s_{n}\right)-f_{1}\left(s_{n-1}\right)-f_{1}^{\prime}\left(s_{n-1}\right)\left(s_{n}-s_{n-1}\right)}{f_{0}^{\prime}\left(s_{n}\right)} \\
& =s_{n}+\frac{L_{1}\left(s_{n}-s_{n-1}\right)^{2}}{2\left(1-L_{0} s_{n}\right)}, n=1,2, \ldots
\end{aligned}
$$

Then, sequences converge provided, respectively that

$$
\begin{equation*}
q=L \eta \leq \frac{1}{2} \tag{18}
\end{equation*}
$$

and for the last two

$$
q_{1}=L_{1} \eta \leq \frac{1}{2}
$$

so

$$
q \leq \frac{1}{2} \Longrightarrow q_{1} \leq \frac{1}{2}
$$

It turns out from the proof of Theorem 3.1 that sequence $\left\{r_{n}\right\}$ defined by [6]

$$
\begin{aligned}
r_{0} & =0, r_{1}=\eta, r_{2}=r_{1}+\frac{L_{0}\left(r_{1}-r_{0}\right)^{2}}{2\left(1-L_{0} r_{1}\right)}, \\
r_{n+2} & =r_{n+1}+\frac{L_{1}\left(r_{n+1}-r_{n}\right)^{2}}{2\left(1-L_{0} r_{n+1}\right)}
\end{aligned}
$$

is also a tighter majorizing sequence than the preceding ones for $\left\{x_{n}\right\}$. The sufficient convergence condition for $\left\{r_{n}\right\}$ is given by [6]:

$$
q_{2}=K \eta \leq \frac{1}{2},
$$

where

$$
K=\frac{1}{8}\left(4 L_{0}+\sqrt{L_{1} L_{0}+8 L_{0}^{2}}+\sqrt{L_{0} L_{1}}\right) .
$$

Then, we have that

$$
q_{1} \leq \frac{1}{2} \Longrightarrow q_{2} \leq \frac{1}{2}
$$

Hence, the old results in [18] have been improved. Similar improvements can follow for the Smale's alpha theory [2,6] or Wang's theory [18,22,24]. Examples where $L_{0}<L$ or $L_{1}<L$ or $L_{0}<L_{1}$ can be found in [6]. It is worth noticing that (18) is the famous for its simplicity and clarity Newton-Kantorovich hypothesis for solving nonlinear equations using Newton's method [13] employed as a sufficient convergence condition in all earlier studies other than ours.
(c) The introduction of (8) depends on (7) (i.e., $f_{1}$ depends on $f_{0}$ ). Such an introduction was not possible before (i.e., when $f$ was used instead of $f_{1}$ ).

Proof of Theorem 3.1 Simply notice that the iterates $\left\{x_{n}\right\} \in D_{1}$ which is a more precise location than $\bar{U}\left(x_{0}, \rho\right)$ used in [18], since $D_{1} \subseteq \bar{U}\left(x_{0}, \rho\right)$. Then, the definition of function $f_{1}$ becomes possible and replaces $f$ in the proof [18], whereas for the computation on the upper bounds $\left\|\hat{F}^{\prime}(x)^{-1}\right\|$ we use the more precise $f_{0}$ than $f$ as it is shown in the next perturbation Banach lemma [13].

Lemma 3.3 Let $x_{0} \in D$ be such that $\bar{F}^{\prime}\left(x_{0}\right)$ is a positive operator and $\bar{F}^{\prime}\left(x_{0}\right)^{-1}$ exists. If $\left\|x-x_{0}\right\| \leq t<t^{*}$, then $\bar{F}^{\prime}(x)$ is a positive operator and $\bar{F}^{\prime}(x)^{-1}$ exists. Moreover,

$$
\begin{equation*}
\left\|\bar{F}^{\prime}(x)^{-1}\right\| \leq \frac{\bar{F}^{\prime}\left(x_{0}\right)^{-1} \|}{f_{0}^{\prime}(t)} \tag{19}
\end{equation*}
$$

Proof Observe that

$$
\begin{equation*}
\left\|\bar{F}^{\prime}(x)-\bar{F}^{\prime}\left(x_{0}\right)\right\| \leq \frac{1}{2}\left\|\bar{F}^{\prime}(x)-\bar{F}^{\prime}\left(x_{0}\right)\right\|+\frac{1}{2}\left\|\left(\bar{F}^{\prime}(x)-\bar{F}^{\prime}\left(x_{0}\right)\right)^{*}\right\|=\left\|\bar{F}^{\prime}(x)-\bar{F}^{\prime}\left(x_{0}\right)\right\| . \tag{20}
\end{equation*}
$$

Let $x \in \bar{U}\left(x_{0}, t\right), 0 \leq t<t^{*}$. Thus $f^{\prime}(t)<0$. Using, $\left(h_{1}^{1}\right)$ and $\left(h_{2}^{1}\right)$, we obtain that

$$
\begin{align*}
\left\|\bar{F}^{\prime}\left(x_{0}\right)^{-1}\right\|\left\|\bar{F}^{\prime}(x)-\bar{F}^{\prime}\left(x_{0}\right)\right\| & \leq\left\|\bar{F}^{\prime}\left(x_{0}\right)^{-1}\right\|\left\|\bar{F}^{\prime}(x)-\bar{F}^{\prime}\left(x_{0}\right)\right\| \\
& \leq f_{0}^{\prime}\left(\left\|x-x_{0}\right\|\right)-f_{0}(0) \\
& <f_{0}^{\prime}(t)+1<1 . \tag{21}
\end{align*}
$$

So by Banach's Lemma on invertible operators, we have $\bar{F}^{\prime}(x)^{-1}$ exists. Moreover by above inequality,

$$
\left\|\bar{F}^{\prime}(x)^{-1}\right\| \leq \frac{\left\|\bar{F}^{\prime}\left(x_{0}\right)^{-1}\right\|}{1-\left\|\bar{F}^{\prime}\left(x_{0}\right)^{-1}\right\|\left\|F^{\prime}(x)-F^{\prime}\left(x_{0}\right)\right\|} \leq \frac{\left\|\bar{F}^{\prime}\left(x_{0}\right)^{-1}\right\|}{1-\left(f_{0}^{\prime}(t)+1\right)}=-\frac{\left\|F^{\prime}\left(x_{0}\right)^{-1}\right\|}{f_{0}^{\prime}(t)} .
$$

Using (21) we have

$$
\begin{equation*}
\left\|\bar{F}^{\prime}(x)-\bar{F}^{\prime}\left(x_{0}\right)\right\| \leq \frac{1}{\left\|\bar{F}^{\prime}\left(x_{0}\right)^{-1}\right\|} \tag{22}
\end{equation*}
$$

Thus, we have

$$
\left\langle\left(\bar{F}^{\prime}\left(x_{0}\right)-\bar{F}^{\prime}(x)\right) y, y\right\rangle \leq\left\|\bar{F}^{\prime}\left(x_{0}\right)-\bar{F}^{\prime}(x)\right\|\|y\|^{2} \leq \frac{\|y\|^{2}}{\left\|\bar{F}^{\prime}\left(x_{0}\right)^{-1}\right\|},
$$

which implies,

$$
\begin{equation*}
\left\langle\bar{F}^{\prime}\left(x_{0}\right) y, y\right\rangle-\frac{\|y\|^{2}}{\left\|\bar{F}^{\prime}\left(x_{0}\right)^{-1}\right\|} \leq\left\langle\bar{F}^{\prime}(x) y, y\right\rangle . \tag{23}
\end{equation*}
$$

Now since $\bar{F}^{\prime}\left(x_{0}\right)$ is a positive operator and $\bar{F}^{\prime}\left(x_{0}\right)^{-1}$ exists by assumption, we obtain that

$$
\begin{equation*}
\left\langle\bar{F}^{\prime}\left(x_{0}\right) y, y\right\rangle \geq \frac{\|y\|^{2}}{\left\|\bar{F}^{\prime}\left(x_{0}\right)^{-1}\right\|} . \tag{24}
\end{equation*}
$$

The result now follows from (23) and (24).
Remark 3.4 This result improves the corresponding one in [18, Lemma 8](using function $f$ instead of $f_{0}$ or $f_{1}$ ) leading to more precise estimates on the distances $\left\|x_{n+1}-x^{*}\right\|$ which together with idea of restricted convergence domains lead to the aforementioned advantages stated in Remark 3.2.

Next, we present an academic example to show that: (11), (12) hold as strict inequalities; the old convergence criteria (18) does not hold but the new involving $q_{1}$ and $q_{2}$ do hold and finally the new majorizing sequences $\left\{s_{n}\right\}$ and $\left\{r_{n}\right\}$ are tighter than the old majorizing sequence $\left\{t_{n}\right\}$. Hence, the advantages of our approach (as already stated in the abstract of this study) over the corresponding ones such as the ones in [18] follow.

Example 3.5 Let $F \equiv\{0\}, H=\mathbb{R}, D=U\left(x_{0}, 1-p\right)$, $x_{0}=1, p \in\left(0, \frac{1}{2}\right)$ and define function $F$ on $D$ by

$$
\begin{equation*}
F(x)=x^{3}-p . \tag{25}
\end{equation*}
$$

Then, we get using (25) that $L=2(2-p), L_{0}=3-p, L_{1}=2\left(1+\frac{1}{L_{0}}\right)$ and $\eta=\frac{1}{3}(1-p)$, so we have

$$
L_{0}<L_{1}<L
$$

and

$$
f_{0}(t)<f_{1}(t)<f(t) \text { for each } p \in\left(0, \frac{1}{2}\right) .
$$

In particular the sufficient Kantorovich convergence criterion (18) used in [18] is not satisfied, since

$$
\begin{equation*}
q=L \eta>\frac{1}{2} \text { for each } p \in\left(0, \frac{1}{2}\right) \tag{26}
\end{equation*}
$$

Table 1 Error bound comparison

| $n$ | $t_{n+1}-t_{n}$ | $s_{n+1}-s_{n}$ | $r_{n+1}-r_{n}$ |
| :--- | :--- | :--- | :--- |
| 2 | 0.0397 | 0.0370 | 0.0314 |
| 3 | 0.0043 | 0.0033 | 0.0023 |
| 4 | $5.1039 \mathrm{e}-05$ | $2.6253 \mathrm{e}-05$ | $1.2571 \mathrm{e}-05$ |
| 5 | $7.2457 \mathrm{e}-09$ | $1.6743 \mathrm{e}-09$ | $3.7365 \mathrm{e}-10$ |

Hence, there is no guarantee under the results in [18] that Newton's method converges to the solution $x^{*}=\sqrt[3]{p}$. However, our convergence criteria are satisfied:

$$
\begin{equation*}
q_{1}=L_{1} \eta \leq \frac{1}{2} \text { for each } p \in\left(0.4619831630, \frac{1}{2}\right) . \tag{27}
\end{equation*}
$$

and

$$
\begin{equation*}
q_{2}=K \eta \leq \frac{1}{2} \text { for each } p \in\left(0.2756943786, \frac{1}{2}\right) . \tag{28}
\end{equation*}
$$

In order for us to compare the majorizing sequences $\left\{t_{n}\right\},\left\{s_{n}\right\},\left\{r_{n}\right\}$, let $p=0.6$. Then, old condition (26) as well as new conditions (27) and (28) are satisfied. Then, we present the following table showing that the new error bounds are tighter. It is worth noticing that these advantages are obtained under the same computational cost since the evaluation of the old Lipschitz constants $L$ requires the computation of the new constants $L_{0}, L_{1}$ and $K$ as special cases (Table 1).

## References

1. Argyros, I.K.: Concerning the convergence of Newton's method and quadratic majorants. J. Appl. Math. Comput. 29, 391-400 (2009)
2. Argyros, I.K.: A Kantorovich-type convergence analysis of the Newton-Josephy method for solving variational inequalities. Numer. Algorithms 55, 447-466 (2010)
3. Argyros, I.K.: Variational inequalities problems and fixed point problems. Comput. Math. Appl. 60, 2292-2301 (2010)
4. Argyros, I.K.: Improved local convergence of Newton's method under weak majorant condition. J. Comput. Appl. Math. 236, 1892-1902 (2012)
5. Argyros, I.K.: Improved local converge analysis of inexact Gauss-Newton like methods under the majorant condition. J. Franklin. Inst. (2013). doi:10.1016/j.jfranklin.2013.04.008
6. Argyros, I.K., Hilout, S.: Weaker conditions for the convergence of Newton's method. J. Complex. 28, 364-387 (2012)
7. Dontchev, A.I., Rockafellar, R.T.: Implicit Functions and Solution Mappings, Springer Monographs in Mathematics, Springer, Dordrecht (2009). A view from variational analysis (2009)
8. Ferreira, O.: A robust semi-local convergence analysis of Newtons method for cone inclusion problems in Banach spaces under affine invariant majorant condition. J. Comput. Appl. Math. 279, 318-335 (2015)
9. Ferreira, O.P., Goncalves, M.L.N., Oliveria, P.R.: Convergence of the Gauss-Newton method for convex composite optimization under a majorant condition. SIAM J. Optim. 23(3), 1757-1783 (2013)
10. Ferreira, O.P., Silva, G.N.: Inexact Newton's method to nonlinear functions with values in a cone (2015). arXiv: 1510.01947
11. Ferreira, O.P., Svaiter, B.F.: Kantorovich's majorants principle for Newton's method. Comput. Optim. Appl. 42(2), 213-229 (2009)
12. Josephy, N.: Newton's method for generalized equations and the PIES energy model. University of Wisconsin-Madison, Madison (1979)
13. Kantorovič, L.V.: On Newton's method for functional equations. Dokl. Akad. Nauk SSSR 59, 1237-1240 (1948)
14. Pietrus, A., Jean-Alexis, C.: Newton-secant method for functions with values in a cone. Serdica Math. J. 39(3-4), 271-286 (2013)
15. Potra, F.A.: The Kantorivich theorem and interior point methods. Math. Program. 102(1), 47-70 (2005)
16. Robinson, S.M.: Strongly regular generalized equations. Math. Oper. Res. 5(1), 43-62 (1980)
17. Rochafellar, R.T.: Convex Analysis, Princeton Mathematical Series, No. 28. Princeton University Press, Princeton, NJ (1970)
18. Silva, G.N.: On the Kantorovich's theorem for Newton's method for solving generalized equations under the majorant condition. Appl. Math. Comput. 286, 178-188 (2016)
19. Smale, S.: Newtons method estimates from data at one point. In: Ewing, R., Gross, K., Martin, C. (eds.) The Merging of Disciplines: New Directions in pure, Applied and Computational Mathematics, pp. 185-196. Springer, New York (1986)
20. Traub, J.F., Woźniakowski, H.: Convergence and complexity of Newton iteration for operator equations. J. Assoc. Comput. Mach. 26(2), 250-258 (1979)
21. Uko, L.U., Argyros, I.K.: Generalized equation, variational inequalities and a weak Kantorivich theorem. Numer. Algorithms 52(3), 321-333 (2009)
22. Wang, J.: Convergence ball of Newton's method for generalized equation and uniqueness of the solution. J. Nonlinear Convex Anal. 16(9), 1847-1859 (2015)
23. Zabrejko, P.P., Nguen, D.F.: The majorant method in the theory of Newton-Kantorivich approximations and the Pták error estimates. Numer. Funct. Anal. Optim. 9(5-6), 671-684 (1987)
24. Zhang, Y., Wang, J., Gau, S.M.: Convergence criteria of the generalized Newton method and uniqueness of solution for generalized equations. J. Nonlinear Convex. Anal. 16(7), 1485-1499 (2015)

[^0]:    Santhosh George
    sgeorge@nitk.ac.in
    Ioannis K. Argyros
    iargyros@cameron.edu
    1 Department of Mathematical Sciences, Cameron University, Lawton, OK 73505, USA
    2 Department of Mathematical and Computational Sciences, NIT Karnataka, Mangalore 575 025, India

