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Recent advancements in the capture and display technologies motivated the ITU-T Video Coding Experts
Group and ISO/IEC Moving Picture Experts Group to jointly develop the High-Efficiency Video Coding
(HEVC), a state-of-the-art video coding standard for efficient compression. The compression applications
that essentially require lossless compression scenarios include medical imaging, video analytics, video
surveillance, video streaming etc., where the content reconstruction should be flawless. In the proposed
work, we present a gradient-oriented directional prediction (GDP) strategy at the pixel level to enhance
the compression efficiency of the conventional block-based planar and angular intra prediction in the
HEVC lossless mode. The detailed experimental analysis demonstrates that the proposed method outper-
forms the lossless mode of HEVC anchor in terms of bit-rate savings by 8.29%, 1.65%, 1.94% and 2.21% for
Main-AI, LD, LDP and RA configurations respectively, without impairing the computational complexity.
The experimental results also illustrates that the proposed predictor performs superior to the existing
state-of-the-art techniques in the literature.

� 2018 Elsevier GmbH. All rights reserved.
1. Introduction

The global network is presently burdened due to the plethora of
multimedia services available to the end user. Demand for superior
quality digital videos has become a global necessity, thereby
requiring a video coding standard with superior compression capa-
bilities. These standards play an imperative role in setting up the
technology, by ensuring interoperability amongst the products
developed by the various manufacturers. Although the current
most popular standard H.264/AVC provides gain in coding effi-
ciency up to 50% over wide range of video resolutions as compared
to its predecessors, the infrastructure is incapable in transmitting
the high definition (HD) and ultra high definition (UHD) video con-
tent to the customer due to the available bandwidth and the mem-
ory constraints. With the development of enhanced coding tools
that improves the coding efficiency, HEVC thus aims to provide a
robust solution to aid the existing multimedia applications
supported by the current standards.

HEVC [1–3] is a video coding standardization project developed
by Joint Collaborative Team on Video Coding (JCT-VC), a
collaboration between ITU-T Video Coding Experts Group (VCEG)
and ISO/IEC Moving Pictures Expert Group (MPEG). It possesses a
generic syntax and structure design similar to its predecessor
H.264/AVC [4,5], but with new enhancement and improvement.
For the same visual quality, the standard intends to achieve 50%
reduction in bit-rate compared to its predecessor. This leads to a
reduction in video storage space and transmission cost, thus miti-
gating the burden on the global networks and paving way for faster
streaming of the HD/UHD content.

In general, lossless compression technique deals with repre-
senting an image/video content with fewer bits in a manner that
the original content can be reconstructed without any error or dis-
tortion [6–8], meanwhile retaining the archival quality. It is desir-
able in storage applications such as medical imaging, video
analytics, image archiving, remote sensing, high precision image
analysis and mainstream applications like video surveillance, video
conferencing, video streaming. Due to the enormous growth in the
demand for these applications currently, there has been a lot of
interest in the lossless compression techniques. Lossless coding is
achieved by bypassing the transformation, quantization, their
inverse operations and in-loop filtering operations which includes
a deblocking filter, sample adaptive offset (SAO) and adaptive loop
filter (ALF) at the encoder and decoder [9]. The prediction residuals
can hence be generated at the pixel level instead of block level and
be directly fed to the entropy coding engine, thus inducing a need
to enhance the intra prediction accuracy in the lossless mode.
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The proposed work focuses on assigning the best prediction
mode to every prediction block, out of the 35 intra prediction
modes based on the gradient analysis. It is accomplished by con-
sidering the edges and the directional structures within the current
block. This implicitly results in the enhancement of the prediction
accuracy and overall coding efficiency of the HEVC intra prediction
in lossless mode.

Remaining paper is organized as follows. Section 2 provides an
overview of the HEVC intra prediction modes, Section 3 gives a
brief insight into the associated literature study and Section 4
expounds the proposed method. A discussion on the generated
simulation results is dealt in Section 5, followed by conclusion in
Section 6.
Fig. 2. Pixel prediction illustration in planar mode of HEVC.

2. Overview of HEVC block-based intra prediction modes

Quadtree-based block partitioning structure is embedded
within the HEVC to facilitate a flexible usage of the large and small
prediction and transform block sizes [10–12]. It possesses 35 intra
prediction modes which include planar (M0), DC (M1) and 33
angular directional modes (M2-M34) to exploit the spatial correla-
tions existing within the given frame. Although the actual predic-
tion process is instigated in the prediction unit (PU), the
selection of the best-suited mode for the prediction process is per-
formed at the coding unit (CU) level [13–15]. The prediction pro-
cess for an N � N block is simplified by the formation of a 1-d
array of (4N + 1) reference samples using the previously recon-
structed adjacent blocks on the top and left of the current block
as depicted in Fig. 1. The HEVC modes utilize these reference sam-
ples to generate the prediction values for the block under
consideration.

The planar prediction mode is well suited to provide smooth
prediction signals with gradual changes. This mode works by pre-
dicting the block using vertical and horizontal slopes derived from
the neighboring reference samples. It utilizes the four reference
samples for averaging the two linear predictions to eliminate the
discontinuities along the block boundaries as shown in Fig. 2. In
this mode, the prediction value of the target pixel Cx;y is generated
using the reference samples {a, b, c, d} that are chosen from the
array of reference samples on the left (Prleft) and above (Prabove).

For the regions with homogeneous texture, DC prediction mode
is preferred since it suitably adapts to the region. In such a scenar-
io, the prediction value is generated by averaging the adjacently
Fig. 1. Reference samples formation in HEVC intra prediction for an N � N block.
available horizontal and vertical reference samples as specified in
(1). The computation of the average DC value (DCval) essentially
requires 2N reference samples.

DCval ¼ 1
2N

XN�1

x¼0

Praboveðx;�1Þ þ
XN�1

y¼0

Prleftð�1; yÞ
 !

ð1Þ

The angular intra prediction in HEVC intends to efficiently
model the various directional structures existing in the image/
video content. The 33 angular prediction modes are categorized
as vertical and horizontal modes. Modes 2–17 represent the hori-
zontal modes, while modes 18–34 represent the vertical modes.
The angularity of these modes is defined using the displacement
parameter (hdisp) specified as +/�{0, 2, 5, 9, 13, 17, 21, 26, 32} from
the vertical/horizontal axis. Here, the numeric part indicates sam-
ple positional displacements in (1/32) fractions of sample grid
positions. The parameter hdisp is smaller when tending towards
the horizontal/vertical directions to provide a more precise predic-
tion for nearly horizontal/vertical patterns. Meanwhile, it becomes
larger when tending towards the diagonal direction to minimize
the prediction modes for less frequently occurring directions.

3. Related work

Similar to H.264/AVC, HEVC incorporates the conventional
block-based hybrid framework for removal of the spatiotemporal
redundancies within and across the frames [16–21]. Some of the
existing sample-based intra prediction methods in literature are
discussed below.

Sample-based angular prediction (SAP) technique [16,17]
enhances the coding efficiency of the angular prediction within
the HEVC in lossless mode by replacing the block-wise angular pre-
diction process with the pixel-wise prediction strategy. The predic-
tion value is generated from the row/column of pixels immediately
above the target pixel based on whether the prediction mode is
vertical/horizontal. Two reference samples i.e. Ri and Ri+1 are used
to generate the prediction value for the target pixel by means of
linear interpolation. However, in case of the boundary pixel, the
reconstructed pixel will be simply extended to serve as the Ri+1

sample since it is unavailable for the prediction process, thereby
making the effective angle of prediction to be zero. Also, this algo-
rithm does not require any modification in syntax and semantics as
all the samples within the PU share the same prediction angle and
there is no change in the definition and signaling of the prediction
angles.

The basic idea behind the sample-based weighted prediction
(SWP) strategy [18] in producing a considerable gain in terms of
coding efficiency is through computation of the prediction value
based on the weighted average of the pixels encapsulated in the
patch around the target pixel. Sum of Absolute Difference (SAD),
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a measure of similarity is used to determine the weighted factor for
the relative causal pixel in the patch. An exponentially decaying
basis function is used to derive the weights. These results achieve
a noticeable enhancement in the coding efficiency for the natural
images and video sequences. The directional template matching
(DTM) predictor is similar to the SWP predictor with the exception
that the weighted factors need not be computed. Instead, the pixel
with the estimated closest similarity measured using the SAD
parameter is utilized for prediction [18]. However, this method
provides significant improvement only for screen content video
sequences.

The improved sample-based angular prediction (ISAP) [19] is
beneficial for the boundary samples in terms of elimination of the
zero angle prediction error that is otherwise prevalent in SAP. In this
work, the Ri+1 sample for prediction of the boundary pixel is deter-
mined using the previously generated neighboring sample in the
same row/column for vertical and horizontal prediction respec-
tively. A weighted prediction process is adopted for the generation
of the prediction value using the reference samples Ri and Ri+1.

In combined intra prediction (CIP) [20], the coding efficiency is
enhanced by combining the closed-loop prediction with the open-
loop prediction component. In addition to prediction using the
neighboring pixels, CIP utilizes the directional prediction from
the adjacent blocks. The weighting factors for the open and
closed-loop components are computed to generate the prediction
value. This tool basically addresses the enhancement in the rate-
distortion performance as well as the low-complexity require-
ments for codecs aiding high-resolution content.

The piece-wise mapping in HEVC for lossless mode [21] aims to
reduce the energy of the intra predicted residual blocks which is
imperative for the reconstruction process. This is achieved using
the piece-wise mapping (PWM) function, wherein the range of val-
ues in the residual blocks are analyzed to apply a suitable PWM
function to map the specific residual values to lower levels. All
the associated PWM parameters are encoded and signaled to the
decoder side, so as to reconstruct the mapped residual blocks
error-free.

The pixel-by-pixel differential pulse code modulation (DPCM)
referred as RDPCM in [22] intends to enhance the prediction accu-
racy by extracting the gradient information from the surrounding
pixels. In the proposed algorithm, additional DPCM is applied
based on the residuals obtained post applying the pixel-by-pixel
DPCM. This method is applicable only for horizontal and vertical
intra prediction modes. An extension of this work is proposed in
[23], wherein additional prediction strategy is imposed on the
residuals obtained after applying RDPCM.

HEVC based lossless compression of Whole Slide pathology
Images (WSIs) is proposed in [24]. These images are highly textured
containing several edges and multidirectional patterns, due to
the existence of cellular structures and tissues. This serves as a
robust motive for enhancement of the prediction performance,
where the edge information is dominant. It is accomplished
by embedding the sample-by-sample differential pulse code
modulation (SbS-DPCM) and edge prediction strategy into the intra
coding process.

In context-based predictive techniques, the context of each
pixel is determined separately to obtain the optimal sub-
predictors. Median edge detection (MED) predictor and gradient
adaptive predictor (GAP) are amongst the primary predictors for
edge detection.

The MED predictor suitably adapts in the presence of the local
edges [25]. The horizontal/vertical edges are detected by examin-
ing the North (N), West (W) and North-West (NW) directional
neighbors of the pixel under consideration as specified in (2). It
is obvious that pixel N and W serves as the prediction value in case
of the vertical edge and horizontal edge detection respectively.
Under the remaining scenarios, pixels N, W and NW are used to
generate the prediction value.

Ppred ¼
minðN;WÞ if NW P maxðN;WÞ
maxðN;WÞ if NW 6 minðN;WÞ
N þW � NW else

8><
>: ð2Þ

The GAP predictor is a simple, non-linear one that renders
robust performance. The prediction process adapts itself based
on the local gradients in the horizontal and vertical directions
[26] using the seven directional neighborhood pixels N, W, NW,
NE, WW, NN and NNE. Intensity gradient around the target pixel
in horizontal and vertical direction is computed using (3) and (4)
respectively. Based on the difference between the computed gradi-
ent values and predefined threshold, edges within the block can be
categorized as sharp, normal or weak horizontal/vertical edges.

GH ¼ jW �WWj þ jN � NW j þ jN � NEj ð3Þ
GV ¼ jW � NW j þ jN � NNj þ jNE� NNEj ð4Þ

As the resolution of the video sequences increase, larger regions
with smooth variations as well as regions with several intensity
variations become quite prominent. For efficient compression,
the chosen prediction technique must be capable to tune the entire
prediction process based on the local region characteristics.
Sample-based prediction methods such as SWP and DTM predic-
tors accomplish the same, but does not cater to the extraction of
the edge details. Hence, context-based predictive techniques are
designed to identify the existence of vertical/horizontal edges
and carry out the prediction process based on the gathered gradi-
ent information around the target pixel. However, in cases where a
diagonal edge exists, it could result in propagation of the predic-
tion errors while traversing through the various stages during
encoding. These shortcomings serve as motivation for Section 4.

4. Proposed method

In this section, we propose better prediction strategies for both
planar and angular intra predictionmodes - (1) threshold controlled
gradient adaptive planar prediction (TGAPP) and (2) gradient-
oriented selection and sample-based weighted angular prediction
(GSSWAP). The TGAPP and GSSWAP, jointly referred as gradient-
oriented directional prediction (GDP) intends to enhance the overall
coding efficiency of the planar and angular intra predictionmodes of
HEVC. TGAPP, a planar prediction modification features a low com-
plexity mechanism to identify the sharp edges within the frame. It
primarily computes the gradient values in the vertical and horizon-
tal directions for each of the sampleswithin the block. Secondly, the
prediction value is derived based on the threshold value (T). Mean-
while, GSSWAP aims to enhance the prediction quality of the direc-
tional structures within the given frame. Initially, the average
gradients around the pixel under consideration are estimated in
the four specified directions: horizontal (0�), vertical (90�), diagonal
(45�) and anti-diagonal (135�). Then the weighted averages of the
nearby causal pixels corresponding to the directional gradient are
computed to generate the prediction value for the target pixel.

4.1. TGAPP predictor for planar prediction

Threshold controlled gradient adaptive planar prediction
(TGAPP) is a simple blend of the gradient and median predictors.
Local gradient estimation and a predefined threshold are essential
to obtain an optimal predictor from the sub-predictors, i.e. the
prediction depends on whether the pixel is in context of a horizon-
tal edge, vertical edge or the smooth region. The pseudocode pre-
sented in Algorithm 1 replaces the conventional planar mode
embedded in the HEVC anchor.
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Algorithm 1. Pseudocode for TGAPP intra prediction

Compute vertical (GV) and horizontal (GH) gradients:
GV ¼ jNW �W j þ jNN � Nj
GH ¼ jWW �W j þ jNW � Nj
Fig. 4. Causal pixel template for vertical prediction.

Fig. 5. Causal pixel template for horizontal prediction.
if (GV - GH > T) then
Ppred = W

else if (GV - GH < -T) then
Ppred = N

else
Ppred = (N + W - NW)

end if

In the first phase, pixel level computation of the vertical (GV)
and horizontal (GH) gradients relative to the target pixel Cx;y is per-
formed using the five causal pixels located at N, W, NW, NN and
WW directional positions as shown in Fig. 3.

Gradient computation is highly essential to capture the level of
activity in terms of smoothness, edginess etc. around the target
pixel, thus governing the statistical behavior of the prediction
residuals. The prediction value is then derived, based on the com-
parison between the gradient difference and threshold T. The value
of T was chosen to be 80 after the experimental analysis on the
basis of [26]. This value was later fixed for the set of HEVC test
sequences chosen for algorithm evaluation.

4.2. GSSWAP predictor for angular prediction

A template consisting of ten causal pixels is utilized for gradient
estimation around the target pixel (Cx;y) as elaborated in Figs. 4 and
5 for vertical and horizontal angular prediction respectively. Here,
the neighboring pixels are represented using alphabets A–F and the
four directions as direction 1–4, for ease of understanding.

Initially, the gradients are estimated by interpolation of the
absolute difference between the causal pixels in the specified four
directions using (5)–(8).

Direction 1:
D1 ¼ jA� Ej þ jC � Bj þ jC � Dj þ jB� Fj ð5Þ
Direction 2:

D2 ¼ jA� Bj þ jC � Ij þ jD� Jj þ jB� Hj ð6Þ
Direction 3:

D3 ¼ jA� Cj þ jC � Jj þ jE� Bj þ jB� Ij ð7Þ
Direction 4:

D4 ¼ jA� Fj þ jC � Hj þ jD� Ij þ jB� Gj ð8Þ
Fig. 3. Causal samples for gradient computation in TGAPP.
The estimated gradient values are averaged in order to derive
the final gradient values using (9)–(12).

G1 ¼ bD1=4þ 0:5c ð9Þ
G2 ¼ bD2=4þ 0:5c ð10Þ
G3 ¼ bD3=4þ 0:5c ð11Þ
G4 ¼ bD4=4þ 0:5c ð12Þ

After the estimation of the gradient values, the prediction value
is generated. This is accomplished by assigning a higher weight to
the immediate causal pixel in the direction of the lower estimated
gradient value. The pixel at the minimal pixel distance from the
target pixel will be the relative pixel to the corresponding direc-
tional gradient i.e. the relative causal pixel to the gradients
G1;G2;G3;G4 are A, C, D, and B respectively for vertical/horizontal
angular predictions as depicted in Figs. 4 and 5.

While the displacement parameter (hdisp) is zero or �32 and
only one of the gradient being non-zero, the relative causal pixel
in the direction perpendicular to the current directional gradient
serves as the prediction value. In case of more than one non-zero
gradients, the prediction value is computed based on the genera-
tion of the sample-based weights corresponding to the relative
causal neighbor in the specified four directions of the gradient. In
all the remaining cases, the SAP prediction algorithm is applied
to the target pixel to generate the prediction value as explained
in Section 4.3.

In SWP prediction, the weighted averaging of the surrounding
pixels is performed to predict the target pixel. The prediction value
is realised using (13) as stated in [18].

Ppred ¼
P

i2Swtint½i; j� � h½i�P
i2Swtint ½i; j�

� �
ð13Þ
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where Ppred is the generated prediction, h[i] is the surrounding pix-
els comprising of four previously reconstructed pixels {A, B, C, D} in
close proximity to the target pixel, S represents the patch of pixels
considered for prediction and wtint is the integer weights of the rel-
ative causal pixels h[i]. Eq. (14) is used to compute the integer
weights.

wtint ½i; j� ¼ a � b�SAD
Ph ½i�;Ph ½j�

hdist

� �$ %
ð14Þ

Here, a is a factor that typically ensures the major weights are
non-zero, b is the basis of the exponentially decaying weights,
Ph [i] is a patch around the pixel h[i], Ph [j] is a patch around the
pixel h[j] and hdist is a prediction modeling parameter. The value
of b is chosen to be 2 and a is derived from (15). Here, b denotes
the internal bit-depth of the video sequence.

a ¼ 231�2�b ð15Þ
The prediction modeling parameter hdist is dependent on the

sub-sampling format of the chroma component. The hdist value
for the luma and chroma component is empirically chosen as
5.25 and 3.25 respectively. The SAD is an operator for computing
the sum of absolute differences between the two patches associ-
ated with the four immediate causal pixels, which is calculated
as in (16).

SADðPh½i�; Ph½j�Þ ¼
X
N

jh½i� � h½j�j ð16Þ

The patches for the computation of SAD value in case of vertical
prediction of the causal pixel C with respect to the target pixel Cx;y

is as shown in Fig. 6. For the specified causal pixel, the value is
computed using the sum of absolute differences between the two
co-located pixels within the patch i.e. Ph[i] = {A, B, C, D} and Ph[j]
= {B, H, I, J}. Here, N refers to the number of pixels in the considered
patch.

In cases when the computed weights are zero, the prediction is
generated using the causal pixels corresponding to the two mini-
mum valued directional gradients. The minimum valued gradients
are determined using (17) and (18).

Gmin1 ¼ minðGiÞ; i ¼ 1;2;3;4 ð17Þ
Gmin2 ¼ minðGjÞjj – i; j ¼ 1;2;3;4 ð18Þ

Once the minimum directional gradients are obtained [27],
then CGmin1 and CGmin2 needs to be determined as they represent
the relative causal pixels corresponding to the two minimal direc-
tional gradients Gmin1 and Gmin2 respectively. For example, if
Gmin1 = G1 and Gmin2 = G3, then the corresponding causal pixel
value CGmin1 = A and CGmin2 = D. The prediction of the target pixel
is based on these values and computed using (19). From this, it
is evident that the causal pixel relative to the second minimal
directional gradient makes a predominant contribution to the
prediction generation.
Fig. 6. Patch around the target pixel Cx,y and casual pixel C corresponding to a
directional gradient.
Ppred ¼ Gmin1 � CGmin2 þ Gmin2 � CGmin1

Gmin1 þ Gmin2
ð19Þ
4.3. Boundary analysis for GSSWAP predictor

In GDP, when one of the two rows/columns of pixels essential
for prediction of the target pixel in the first row/left column of
the current block is unavailable, the prediction is done as in the
SAP prediction technique. This strategy is an enhancement to the
conventional block-based intra prediction technique embedded
within the HEVC anchor. It is observed that the reconstructed pix-
els provide a precise prediction of the pixel to be predicted. Hence,
the current row/column of pixels are predicted from the previously
reconstructed immediate row/column of pixels. Every pixel is pre-
dicted using two reconstructed samples Ri and Ri+1. In general, to
predict a single row/column of an N � N block, N + 2 reference
samples are essential.

In the proposed method, the boundary pixels i.e. pixels in the
first row and column of the current block are predicted from the
previous row/column of the already reconstructed neighboring
blocks, which are on the top/left of the block under consideration.
Parameter Fract is used to determine the two reconstructed refer-
ence samples i.e. Ri and Ri+1 by projecting the target pixel onto the
reference row/column as described in Fig. 7.

Once the reference samples are chosen, then the prediction
value is computed using (20) which is a linear interpolation of Ri

and Ri+1. While the parameter Fract represents the distance mea-
sured at (1/32) pixel accuracy between the generated prediction
value (Ppred) and the reference pixel (Ri), the operator � denotes
the right bit-shift operation.

Ppred ¼ ðð32� FractÞ 	 Ri þ Fract 	 Riþ1 þ 16Þ � 5 ð20Þ
When the boundary pixels are in the last row/column, the pre-

diction strategy simply extends the boundary samples to compen-
sate for the unavailable reference pixels during prediction. The
pseudocode in Algorithm 2 summarizes the integer implementa-
tion of the proposed method.

Algorithm 2. Pseudocode for GSSWAP intra prediction

Fract ¼ hdisp &(32–1)
if ðxjy ¼ 0Þ then
Ppred ¼ ðð32� FractÞ 	 Ri þ Fract 	 Riþ1 þ 16Þ � 5

else
D1 ¼ jA� Ej þ jC � Bj þ jC � Dj þ jB� Fj
D2 ¼ jA� Bj þ jC � Ij þ jD� Jj þ jB� Hj
D3 ¼ jA� Cj þ jC � Jj þ jE� Bj þ jB� Ij
D4 ¼ jA� Fj þ jC � Hj þ jD� Ij þ jB� Gj
Obtain averaged gradient values: G1;G2;G3 and G4

if (
P4

i¼1Gi – 0 and hdisp ¼ ð0or�32)) then

if (Gi – 0ji¼n and
P4

i–nGi ¼ 0) then
Ppred ¼ h½j�; wherej ? i

else
if (wt Aþwt Bþwt C þwt D ¼¼ 0) then
Ppred ¼ Gmin1 :CGmin2þGmin2 :CGmin1

Gmin1þGmin2

else
Ppred ¼ A:wt AþB:wt BþC:wt CþD:wt D

wt Aþwt Bþwt Cþwt D

end if
end if

else
Ppred ¼ ðð32� FractÞ 	 Ri þ Fract 	 Riþ1 þ 16Þ � 5

end if
end if
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5. Simulation results and discussion
Fig. 7. Prediction strategy in sample-based angu
The proposed GDP method for enhancement of coding effi-
ciency of the planar and angular intra prediction modes is imple-
mented using HEVC Test Model (HM) software-HM 16.12 [28]. In
the paper, the unmodified HM 16.12 is referred as the HEVC
anchor. The algorithmic validation is performed under the stan-
dard common test conditions [29] for lossless compression using
the All-Intra (AI), Low Delay (LD), Low Delay P (LDP) and Random
Access (RA) configurations. The Main (low computational complex-
ity) profile of the HM software is the test setting considered for
analysis. It defines a set of coding tools that are to be used to create
a compliant bitstream.

The YUV video sequences (4:2:0 color format with 8 bits/color
sample) covering a wide range of resolutions and possessing rich
textural and motion properties [30] are chosen for evaluation of
the compression performance of the proposed method. The attri-
butes of the test sequences are elaborated in Table 1. To ensure a
fair comparison, we have considered fourteen video sequences
ranging from Class A–E.

In the HEVC lossless mode, transformation, quantization and
other associated in-loop filtering operations are bypassed to ensure
a perfect lossless reconstruction. Hence, the residual samples
obtained using the block-based intra prediction are directly fed
to the entropy coding block. Lossless mode can be chosen by set-
ting the two relevant flags, specified in the configuration settings.
The sample-based TGAPP and GSSWAP predictors replace the con-
ventional planar and angular block-based intra prediction modes
respectively, embedded within the HEVC anchor.

The simulation is performed considering the initial hundred
frames from each of the video sequences. As the quantization stage
is bypassed in the lossless mode, the Quantization Parameter (QP)
is set to 0 for the Main (8-bit) profile. The performance validation
of the proposed algorithm and the state-of-the-art prediction tech-
niques is done in comparison with the HEVC anchor. The analysis is
Table 1
Details of the test video sequences.

Class Video
resolution

Category No. of
sequences

A 2560 � 1600 4 K � 2 K ultra-HD at 30 fps (cropped) 2
B 1920 � 1080 1080p HD at 24, 60 fps 3
C 832 � 480 WVGA at 30, 50, 60 fps 3
D 416 � 240 WQVGA at 30,50, 60 fps 3
E 1280 � 720 720p video conferencing at 60 fps 3
based on the simulation results obtained in terms of total bit-rate
(BR) savings and run-time (RT) savings computed using (21) and
(22) respectively. The numerical value obtained on computation
is considered positive since savings indicate gain. The simulations
are carried out on a 2.30 GHz Intel (R) Core (TM) i5-6200U proces-
sor with 8 GB RAM, Windows 10 OS.

BR Savings ¼ ðBRanchor � BRproposedÞ
BRanchor

	 100% ð21Þ

Time Savings ¼ ðRTanchor � RTproposedÞ
RTanchor

	 100% ð22Þ

The prediction strategies like SAP [16,17], SWP [18], DTM [18]
and ISAP [19] are considered to evaluate the performance of the
proposed algorithm. From Tables 2 and 3, it is obvious that the pro-
posed method in comparison with the HEVC anchor provides a sig-
nificant enhancement in the coding efficiency by about 8.29%,
1.65%, 1.94% and 2.21% on an average, in terms of overall bit-rate
savings for Main-AI, LD, LDP and RA configurations respectively.
A higher percentage of improvement in coding efficiency is
observed for the Main-AI configuration compared to the Main-
LD, LDP and RA. This is due to the fact that the Main-AI configura-
tion utilizes only spatial correlation, while the Main-LD, LDP and
RA configurations use spatiotemporal correlation. Also from the
tabular analysis, it is evident that the proposed method outper-
forms the SAP, SWP, DTM and ISAP prediction strategies in terms
of overall bit-rate savings derived with respect to the HEVC anchor
for Main-AI, LD, LDP and RA configurations respectively as depicted
in Fig. 8.

The number of blocks coded with different PU sizes, ranging
between 4� 4 and 32� 32 implicitly signifies the enhancement
in prediction accuracy for the GDP predictor. To substantiate this,
we computed the number of blocks of different sizes considering
the first frame of one representative video sequence from each class
as presented in Table 4 for the AI-Main configuration. This tabula-
tion remains the same for Main-LD, LDP and RA as every first frame
in each of the four configurations is intra coded. From the analysis,
it is evident that using the proposed GDP predictor, more number of
pixels favor larger PU sizes which is graphically elaborated in Fig. 9.
This implies that there is a substantial reduction in the number of
blocks to be coded using the proposed algorithm, as compared to
the HEVC anchor to achieve additional compression.

Table 5 provides an insight into the distribution of the intra pre-
diction modes. The video sequences chosen for analysis possess

rich textural and directional properties, resulting in nearly ð2=3Þrd
of the total blocks being predicted using the available 33 angular
modes (M2-M34), followed by planar (M0) and DC (M1) modes.



Table 2
Comparison of bit-rate savings (%) using the state-of-the-art prediction strategies and proposed GDP predictor with the HM 16.12 lossless coding for Main-AI and Main-RA
configurations.

Class Video sequence AI RA

SAP SWP DTM ISAP GDP SAP SWP DTM ISAP GDP

A Traffic 11.06 7.79 7.01 11.18 11.44 1.82 0.78 0.93 1.86 1.97
People on Street 10.32 8.99 6.47 10.52 11.1 4.48 3.62 2.43 4.6 4.96

B Kimono 7.18 6.83 3.02 7.33 7.82 3.21 2.99 0.99 3.28 3.57
Park Scene 6.65 5.26 2.78 6.76 6.94 0.82 0.63 0.22 0.83 0.85
BQ Terrace 6.57 2.46 3.96 6.6 6.75 2.68 0.2 1.64 2.67 2.69

C Race Horses 7.19 5.1 3.6 7.25 7.59 4.06 2.34 1.82 4.12 4.22
BQ Mall 5.75 4.53 3.31 5.82 5.95 0.89 0.64 0.42 0.9 0.93
Party Scene 4.58 3.89 2.74 4.64 4.86 1.07 0.95 0.52 1.1 1.16

D Blowing Bubbles 6.39 5.61 3.19 6.48 6.84 1.19 1.09 0.6 1.22 1.3
Race Horses 9.27 8.52 6.27 9.35 10.15 3.43 2.64 1.83 3.48 3.72
BQ Square 3.61 2.59 2.41 3.62 3.97 0.24 0.17 0.16 0.24 0.26

E Vidyo 1 11.53 5.56 5.49 11.6 11.83 1.88 0.64 0.6 1.92 1.98
Vidyo 3 9.61 5.56 5.49 9.68 10.23 1.34 0.56 0.54 1.4 1.47
Vidyo 4 10.07 5.35 5.23 10.15 10.57 1.75 0.75 0.56 1.8 1.89

Avg. Bit-rate Savings (%) 7.84 5.57 4.36 7.93 8.29 2.06 1.29 0.95 2.1 2.21

Table 3
Comparison of bit-rate savings (%) using the state-of-the-art prediction strategies and proposed GDP predictor with the HM 16.12 lossless coding for Main-LD and Main-LDP
configurations.

Class Video sequence LD LDP

SAP SWP DTM ISAP GDP SAP SWP DTM ISAP GDP

A Traffic 1.33 0.41 0.61 1.34 1.44 1.9 0.62 0.9 1.96 2.06
People on Street 4.1 3.26 2.13 4.22 4.57 4.5 3.57 2.32 4.6 5.0

B Kimono 2.9 2.63 0.76 3.02 3.22 3.8 3.35 0.86 3.92 4.17
Park Scene 0.45 0.33 0.06 0.45 0.46 0.62 0.46 0.05 0.62 0.64
BQ Terrace 2.34 0.09 1.42 2.35 2.35 2.67 0.16 1.61 2.67 2.68

C Race Horses 3.9 2.15 1.69 3.94 4.04 4.18 2.36 1.8 4.22 4.34
BQ Mall 0.52 0.39 0.24 0.54 0.58 0.66 0.46 0.25 0.7 0.75
Party Scene 0.79 0.7 0.34 0.82 0.86 0.84 0.73 0.37 0.86 0.91

D Blowing Bubbles 0.83 0.77 0.42 0.85 0.9 0.86 0.81 0.45 0.87 0.93
Race Horses 3.01 2.16 1.46 3.1 3.26 3.18 2.3 1.53 3.22 3.43
BQ Square 0.04 0.05 0.04 0.05 0.07 0.04 0.03 0.02 0.06 0.1

E Vidyo 1 0.31 0.16 0.12 0.3 0.31 0.47 0.21 0.15 0.47 0.48
Vidyo 3 0.28 0.14 0.14 0.28 0.29 0.34 0.17 0.19 0.34 0.36
Vidyo 4 0.75 0.35 0.25 0.76 0.81 1.28 0.61 0.34 1.3 1.37

Avg. Bit-rate Savings (%) 1.54 0.97 0.69 1.57 1.65 1.81 1.13 0.77 1.84 1.94

Fig. 8. Bit-rate savings (%) using the state-of-the-art prediction strategies and
proposed GDP predictor in comparison with the HM 16.12 lossless coding for the
Main-AI, LD, LDP and RA configurations.
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Enhancement in prediction accuracies of the planar and angular
intra prediction can also be observed in form of a substantial
increase in the pixels favoring the GDP prediction strategy.
For the AI-Main configuration, the net increase in the number of
blocks predicted using the proposed algorithm is around 1.7%,
thus contributing to the prominent enhancement in the bit-rate
savings.

The run-time results at the encoder and decoder denoted as ET
and DT respectively, are subtly less than or at par with the HEVC
anchor. The run-time savings for the Main-AI, LD, LDP and RA con-
figurations are tabulated in Table 6. It clearly indicates that the
complexity of the algorithm has not been affected due to the pro-
posed modification.

The gradient-based computation in the proposed GDP algo-
rithm is expected to minimally increase the encoding time com-
pared to the HEVC anchor. But the enhanced prediction accuracy
results in smaller residuals values, thus lowering the bit-rate. The
bit-rate reduction results in swift entropy coding for all the
sample-based prediction techniques. Lesser entropy coding time
thus serves to compensate the increase in the encoding time,
which is due to the increased computation involved in gradient



Table 4
Block count of various block sizes coded using HM 16.12 lossless coding and proposed GDP predictor for Main-AI configuration.

Class Video sequence Anchor Proposed

4 � 4 8 � 8 16 � 16 32 � 32 Total 4 � 4 8 � 8 16 � 16 32 � 32 Total

A Traffic 233,240 5458 54 1 238,753 76,456 20,974 3014 741 101,185
B Kimono 110,124 4565 72 1 114,762 10,600 9118 1858 825 22,401
C BQMall 20,236 1025 35 1 21,297 12,496 1084 324 46 13,950
D RaceHorses 6040 50 0 0 6090 2636 529 57 9 3231
E Vidyo1 51,200 1440 36 1 52,677 20,912 3620 960 107 25,599

Fig. 9. Comparison of the number of pixels represented under the various block
sizes in HM 16.12 lossless coding and proposed GDP predictor for the video
sequence BQMall.

Table 5
Distribution (%) of intra prediction modes using proposed GDP predictor in comparison w

Class Video sequence Anchor

M0 M1

A Traffic 12.8 6.1
People on Street 12.1 7.2

B Kimono 21.1 8.7
Park Scene 15.7 11.1
BQ Terrace 8.6 6.5

C Race Horses 15.8 7.9
BQ Mall 11.9 7.8
Party Scene 9.7 6.7

D Blowing Bubbles 11.4 5.8
Race Horses 10.7 6.1
BQ Square 7.4 5.9

E Vidyo 1 15.1 8.7
Vidyo 3 14.2 10.9
Vidyo 4 16.0 9.4

Avg. (%) 13.0 7.8

Table 6
Run-time savings (%) for the proposed GDP predictor in comparison with HM 16.12 lossle

Class AI LD

ET DT ET DT

A 0.23 0.82 0.13 0.48
B 0.22 0.16 �0.15 1.08
C 1.38 0.45 0.90 0.24
D 0.44 1.34 0.92 0.14
E 0.78 1.26 1.02 0.46

Avg. (%) 0.61 0.81 0.56 0.48
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determination. Meanwhile, the same holds good at the decoder
side as well.
6. Conclusion

In the proposed work, we present an efficient gradient-oriented
directional prediction strategy to enhance the compression effi-
ciency of the HEVC anchor in the lossless mode. The experimental
results show that the proposed GDP predictor is able to minimize
the bit-rate by 8.29%, 1.65%, 1.94% and 2.21% for Main-AI, LD,
LDP and RA configurations respectively in comparison with the
HEVC anchor. It also lucidly illustrates how the proposed GDP pre-
dictor outperforms that state-of-the-art techniques present in the
literature. The reduction in the number of blocks coded using the
proposed method implicitly indicates the improvement in predic-
tion accuracy, that can trigger the further reductions in the overall
bit-rate. This suitably helps to minimize the bit-rate while main-
taining the computational complexity at the encoder and decoder
slightly less than or at par with the HEVC anchor. The highlight
of the proposed algorithm is that there is a significant enhance-
ment in prediction accuracy and coding efficiency without any
additional latency.
ith the HM 16.12 lossless coding for Main-AI configuration.

Proposed

M2-M34 M0 M1 M2-M34

81.1 11.1 1.7 87.2
80.7 12.4 2.2 85.4

70.2 4.9 11.8 83.3
73.2 7.7 12.9 79.4
84.9 15.6 10.3 74.1

76.3 9.4 4.7 85.9
80.3 9.1 13.4 77.5
83.6 7.7 7.0 85.3

82.8 7.2 2.9 89.9
83.2 10.5 3.5 86.0
86.7 8.2 5.6 86.2

76.2 22.0 2.6 75.4
74.9 22.7 3.4 73.9
74.6 20.1 3.4 76.5

79.2 12.0 6.1 81.9

ss coding for Main-AI, LD, LDP and RA configurations.

LDP RA

ET DT ET DT

0.10 0.12 �0.20 0.05
�0.40 0.26 0.24 0.14
�0.35 �0.15 0.06 0.18
0.22 0.06 0.18 0.20
0.40 0.30 �0.12 0.10

�0.01 0.12 0.03 0.13
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Appendix A. Supplementary material

Supplementary data associated with this article can be found, in
the online version, at https://doi.org/10.1016/j.aeue.2018.07.037.
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