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a b s t r a c t

In a multi-carrier power line communication (mPLC) with dominant Narrowband and Impulse noise,
crisscross errors can be clearly observed. In this work, mPLC employing Rank codes with Index
modulation (mPLC-IM) has been considered to provide a reliable high data rate communication over
the powerline channel. The rank codes required for this implementation have been derived from
cyclic codes over GF (qm) viewed as m × n matrices over GF (q). Encoding has been performed by
employing the Galois Field Fourier Transform (GFFT) domain description of cyclic codes. This scheme
is able to correct a variety of crisscross errors in mPLC-IM The GFFT approach provides an additional
degree of freedom that is offered by choice of free transform component indices. It can be used to
design an index key scheme which can enhance the physical layer security of an mPLC system. In
the absence of knowledge of the index key, it is observed that the probability of error reaches an
error floor of ≈ 10−2, highlighting the need for index key for appropriate decoding. Further, a novel
check matrix construction is proposed and used in devising a decoding strategy. It is observed that the
proposed decoder is capable of correcting any errors of rank ≤ ⌊

m−1
2 ⌋. In mPLC-IM with OFDM, the

proposed codes over GF (24) provide an asymptotic gain of approximately 3 dB when compared to the
uncoded system. For mPLC-IM with multi-tone Frequency Shift Keying (FSK), the proposed RC over
GF (24) provides a 25% improvement in symbol error rate (SER) at lower values of p (probability of
occurrence of narrowband noise) when compared to Reed-Solomon (RS) based Constant Weight (CW)
CW (13, 6, 5)2◦RS[15, 14, 2]16 codes. Further, a SER improvement of around 30% is achieved using rank
codes (RCs) over GF (28) when compared with CW (9, 4, 4)2◦RS[15, 14, 2]16. In the presence of dominant
background noise, the BER graphs show that the proposed codes are equivalent (slightly superior) in
performance as that of Low Rank Parity Check (LRPC)/Gabidulin based designs. In the presence of
dominant impulse noise, the proposed system is providing significant gain when compared with the
Linearly Pre-coded Orthogonal Frequency Division Multiplexing (LP-OFDM) system and LRPC based
scheme. Additionally, simulation results show that, in the absence of an index key, the probability of
error reaches the error floor, highlighting the need for index key for appropriate decoding. This can
be viewed as the code capable of providing an additional layer of security.

© 2019 Elsevier B.V. All rights reserved.

1. Introduction

Spectrum management has been of primary importance with
growing demand for seamless services and connectivity. The
amount of devices that are required to be connected using the
wireless medium is increasing disproportionately when com-
pared to the available spectrum. Hence there is a need to look
into alternate technologies that support communication between
devices. Power line communication (PLC) is one such technology
that is gaining importance. It can support data transfer between
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devices that are connected through power lines and thus make
use of existing physical infrastructure. Some of the notable ex-
amples of PLC include in-vehicular power line communication (in
which devices inside vehicles can communicate through power
lines of vehicles), aircraft power line communication [1,2], and
smart grid & Internet of Things (IoT) [3,4]. However, the existing
infrastructure of the power line, its band-limited nature and noise
impairments are factors that hinder the performance and speed
of communication (data rate) [3]. One possible way of achieving
high speed data transfer is by transmitting information using
multiple carriers (Multi-carrier PLC) [4]. In a multicarrier PLC
system, information is generally communicated in 2-D arrays,
where symbols along a given row are modulated onto a particular
subcarrier assigned to that row. Thus at any instant of time, the
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Fig. 1. Error Patterns due to background noise [6].

Fig. 2. Error Patterns due to narrow band noise, impulse noise and frequency
selective nature of PLC channel [6].

information is conveyed using group of subcarriers. In addition,
the involvement of Index modulation can achieve the same data
rate by using a subset of carriers [5]. The choice of subcarriers
(active) is dependent on the incoming data.

However, due to the frequency selective nature of the PLC
channel, information that is transmitted through PLC using mul-
tiple carriers may get corrupted. In addition to this, the presence
of narrowband noise, impulse noise and background noise, will
result in additional errors induced in the received information
stream [6]. Various authors have studied the effect of impair-
ments induced by power line channel on the multicarrier trans-
mission and have proposed models that mimic channel behaviour
It has been shown that the PLC channel impairments can broadly
result in two types of errors in received data: Random errors (due
to background noise) and crisscross errors (due to narrowband
noise or impulse noise).

1. Errors due to the presence of dominant Background noise
(Nb): These errors are also referred to as random errors. The
baseband 2D error matrix pertaining to background noise
is shown in Fig. 1.
As shown in Fig. 1, the background noise disturbs the
symbols randomly resulting in errors that are spread across
the matrix.

2. Errors due to the presence of dominant Narrowband noise
(Nnb) or Impulse noise (Ni): These errors are classified as
burst errors, and crisscross errors. The baseband 2D error
matrix pertaining to narrowband noise and impulse noise
is as shown

As shown in Fig. 2, impulse noise (Ni) disturbs all frequencies
at a particular instant of time resulting in column errors, and
narrowband noise (Nnb) disturbs a specific frequency or a set of
frequencies resulting in row errors.

Various methods have been proposed in literature to mitigate
the effects of dominant impulse noise and enhance the reliability
and throughput of the PLC system. These include the use of
precoded Orthogonal Frequency Division Multiplexing (OFDM) or
Wavelet based OFDM (WOFDM) [7], Wavelet OFDM [8], error
control codes [9,10] and crosslayer approaches [4,11].

In this work we consider the communication enhancement
using error control codes that are capable of correcting errors
in PLC. We observed that the use of suitable error control code
(rank correcting code) can overcome errors induced by narrow
band, impulse and background noise and increase the reliability
of communication even under harsh channel conditions. Random
errors can be corrected by employing conventional Hamming
metric based random error correcting codes or convolutional
codes [12]. Burst errors can be corrected using the Reed Solomon
codes [9] or product codes. However, in the presence of dominant
narrowband and impulse noise, that result in crisscross errors, the

use of burst error correcting codes were observed to exhibit noise
floor [9]. To mitigate crisscross errors and reduce the noise floor
one possible solution is to employ hamming metric based product
codes and a complex interleaver [13]. However it was shown that,
crisscross errors can be corrected or by using codes designed with
good rank distance propertied [14,15]. The use of rank metric
codes in PLC eliminates the need for complex interleavers and
multi-level code constructions. Further, the use of full rank codes
provide additional diversity gain and enhance the reliability. The
authors in [16] have analysed the performance of Gabidulin codes
employed for the correction of crisscross errors in narrowband
power line communications. In [12], authors have proposed the
use of Low-Rank Parity Check codes (an equivalent of LDPC codes)
for smart grids and proposed a check matrix based decoding
algorithm for LRPC codes. To improve the performance, LRPC
codes were used in concatenation with convolutional codes. The
decoding is based on the construction of parity check matrix.
In [11], authors proposed the use of network codes for enhancing
reliability and throughput of the PLC network. The approach was
similar to that of Gabidulin codes used for distributed storage. In
this approach, message symbols (packets), generator matrix sym-
bols and encoded symbols(symbols) assume values over GF (q).
The relay node is assumed to receive information that can help
receiver decode the transmitted message in the presence of loss
of symbols (packets) at the receiver.

In Gabidulin, and LRPC constructions, the codeword length n
is chosen such that n ≤ m, where m represents the order of field
extension [14,17]. A method of constructing rank-distance codes
over Fqm , for n ≥ m and n|qm − 1, was given by Sripati et al.
in [18]. This approach uses the transform domain description of
cyclic codes. These constructions are characterized by n ≥ m.
Unlike the constructions proposed in [12,14,15], the construction
proposed in [18] has the following advantages

1. It can be used to construct full rank cyclic codes (rank equal
to m), for k > 1 [19].

2. The choice of free transform component indices offers an
additional degree of freedom, which can be used in enhanc-
ing the security of the communication.

In this work we consider the use of error control codes based
on the rank metric and analyse their performance in multicarrier
PLC. Design of codes over rank metric were first introduced by
Gabidulin [14] in 1985.

Motivated by the use of rank codes in PLC [12,16] and consid-
ering the advantages offered by the GFFT approach of construct-
ing (n, k) rank metric codes cyclic codes [18,19], in this work
we consider the use of codes proposed in [19] at the physical
layer of multicarrier PLC system employing index modulation.
These codes will be designated as rank codes (RC). It can be noted
that the proposed rank codes can be used for network coding in
PLC with additional advantage mentioned above in point 2 [11].
However in this work the use of rank codes is confined to physical
(PHY) layer. To the best of author’s knowledge the rank metric
based decoding strategies proposed in literature [14–20], cannot
efficiently decode the RC codes. This is mainly because of the
constraint n ≥ m. This lacuna has been addressed in this paper,
and a strategy for decoding rank errors in RC codes has been
proposed.

The major contributions of this work are as follows:

• We have proposed an Index Modulation based Multi-carrier
power line communication (mPLC-IM) system employing
the proposed RC.

• A method to enhance security of the communication system
has been proposed. The approach exploits additional degree
of freedom offered by choice of free transform component
indices.
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Fig. 3. Block diagram of OFDM based PLC [21].

• We have proposed a new rank-metric based decoding strat-
egy for decoding RC codes over GF (qm) and showed that
the proposed decoder can correct crisscross errors of rank
≤ ⌊

m−1
2 ⌋.

The rest of the paper has been organized as follows. Section 2
revisits the details of Power Line Communication using OFDM
and Low Rank Parity Check (LRPC) codes. Section 3 discusses
the construction of rank codes (RCs) over GF (qm), starting from
transform domain description of cyclic codes. A brief description
of the Maximum Rank distance (MRD) separable cyclic codes is
provided. Later we propose a decoding strategy for these MRD
codes. To derive the decoding strategy, we have first shown that
every (n, 1) codeword in an RC over GF (qm) has the property
that the codeword elements are in geometric progression. Using
this result, we have formulated a decoding strategy based on the
use of the parity check matrix and provide a brief analysis of
the rank error correctability of the proposed decoder. We further
show that the decoder can correct crisscross errors of rank ≤⌊m−1

2

⌋
. Section 4 presents the details of the proposed PLC sys-

tem employing OFDM, Index Modulation, and rank-metric based
cyclic codes. In Section 5 we provide details of the computational
complexity of the proposed scheme. Section 6 discusses the per-
formance of the proposed scheme in the presence of dominant
background and impulse noise. We consider a 4−path frequency
selective PLC channel. A fair comparison has been done with the
support of RC codes over GF (2m) with m = 4, 6,& 8. Section 7
concludes the work by comparing the performance of RC based
schemes with conventional schemes [4,6,7,12,16] and quantifying
the improvements obtained.

2. Coded PLC system with OFDM revisited

Fig. 3 shows the block diagram of the OFDM based PLC sys-
tem that employ a low-rank parity check (LRPC) codes proposed
by [21]. LRPC coding ensures the mitigation of crisscross errors.
The input data is encoded using Rate-1/2 LRPC encoder over
GF (2). The LRPC coded output is encoded using convolutional
coder, to mitigate the random errors due to background noise.
The convolutional encoder of rate 1/2 is chosen to match the
rate of LRPC encoder. The encoded symbols, which are over base
field GF (2), are mapped onto symbols in BPSK constellation and
then passed onto 256 point IFFT module, for OFDM modulation.
The OFDM modulated data is then sent through the low voltage
PLC channel. At the receiver, a soft decision Viterbi decoder is
used to overcome the random errors due to background noise
and LRPC decoder mitigates the effect of rank errors induced by
narrowband noise and Impulse Noise. We now discuss the details
of the secure multicarrier PLC system proposed in this paper.

3. Preliminaries

3.1. Notions and definitions

In this paper bold and small letters denote vectors. Bold and
capital letters indicate matrices.

• u = (u0, u1, . . . , u1) → m− tuple data (message) vector.
• β → nth root of unity in GF (qm).
• For any positive integer f ,

[f ] =
{
f , fq, . . . , fqr , . . . , fqs, . . . , fqr+s, . . . , fqef −1

}
repre-

sents the q− cyclotomic coset of size ef .
• Separation between two elements fql and fql+s of a q−

cyclotomic coset of f is defined as the difference in powers
of q associated with the elements fql and fql+s,i.e. l+s− l = s

• C −→ RC over Fqm
• c = (c0, c1, . . . , cm−1, cm, . . . , cn−2, cn−1) ∈ C represents

codeword vector over GF (qm). This implies that each symbol
ci, 0 ≤ i ≤ (n − 1) ∈ GF (qm)

• If ci ∈ GF (qm), then ci can be represented as m−tuple vector
over the base field GF (q) as

(
ci,0, ci,1, ci,2, . . . , ci,m−1

)
. For any

c in C , representing each element in c by its equivalent m−

tuple representation we get,

C =

⎡⎢⎢⎣
c0,0 c0,1 · · · c0,m · · · c0,n−1
c1,0 c1,1 · · · c1,m · · · c1,n−1
...

...
. . .

...
. . .

...

cm−1,0 cm−1,1 · · · cm−1,m · · · cm−1,n−1

⎤⎥⎥⎦
Here, C represent them×nmatrix over GF (q), corresponding
to a codeword vector c ∈ C .
Rank of codeword vector c is now defined as the rank of its
corresponding codeword matrix C

• Rq (c) → rank of vector c corresponding to matrix C .
• Rq

(
c − c ′

)
→ rank distance between any pair of codewords

c, c ′
∈ C and c ̸= c ′

• Rq (C ) →rank of code C given by,
Rq (C ) = min

{
Rq

(
c − c ′

)
, ∀ c, c ′

∈ C : c ̸= c ′
}
.

• E → m × n error matrix corresponding to n− length error
vector e,

• R = C + E denotes the received matrix corresponding to
received vector r = c + e.

• s is the syndrome vector.
• [·]T represents the transpose.
• wH [·] denotes the hamming weight.

3.2. Construction of rank-metric cyclic codes

In this section we revisit the theorems used in [19]. We
present theorems, that are useful in synthesizing rank codes for
PLC and then use these theorems for constructing a decoding
strategy that is used in correcting crisscross errors.

3.2.1. Transform domain description of cyclic codes
The DFT of vector v = {vi, 0 ≤ i ≤ n − 1} , vi ∈ GF (qm) is

defined as [18]

Vℓ =
∑n−1

i=0 viβ
−iℓ 0 ≤ ℓ ≤ n − 1 (1)

Here β is the primitive nth root of unity in Fqm . The inverse DFT
(IDFT) of V = {Vℓ, 0 ≤ ℓ ≤ n − 1} is given by,

vi = (n mod q)−1 ∑n−1
ℓ=0 Vℓβ

−iℓ 0 ≤ i ≤ n − 1 (2)

Following usual terminology, v = (v0, v1, . . . , vn−1) is called the
time domain vector and V = (V0, V1, . . . , Vn−1) is called the DFT
vector of v.

We now state theorems pertaining to the rank-distance prop-
erties of cyclic code C obtained using Eq. (2).

3.3. Rank-distance properties of cyclic codes

Lemma 1 ([19]). If a polynomial y1 with degree of r1 is a minimal
polynomial of α1 and polynomial y2 with degree r2 is the minimal
polynomial of α2, then the degree ej of the minimal polynomial y
having both α1 and α2 as roots is,
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• ej = r1 if y1 = y2
• ej = r1 + r2 if y1 ̸= y2.

Theorem 1 ([19]). Let C be a cyclic code obtained using k− free
transform components {Cj1 , Cj2 , . . . , Cjk} with indices j1 ̸= j2 ̸= j3 ̸=

· · · ̸= jn−1 and other transform components constrained to zero
(transform components with other indices). If yj1 , yj2 , . . . , yjk with
degrees rj1 , rj2 , . . . , rjk are minimal polynomials of β j1 , β j2 , . . . , β jk

respectively then for any vector c ∈ C the set of elements from
location ej (i.e. each element of the set {cej , cej+1, . . . , cn−1}) is a
linear combination of the first ej elements {c0, c1, . . . , cej−1}.

Theorem 2 ([19]). Let C be a cyclic code designed using k free
transform components CJ = {Cj1 , Cj2 , . . . , Cjk}, with indices J =

{j1, j2, . . . , jk} (The other transform domain components are explic-
itly set equal to zero),

1. If j1 ̸= j2 ̸= · · · ̸= jk belong to the same cyclotomic coset [j]n
of size rj. then

Rq(C ) = rj − (k − 1)g

Here g is chosen such that g|G1, g|G2, . . . , g|Gk, g|m where
Gi = gcd(si, rj), 1 ≤ i ≤ k. and GF (qg ) ⊆ GF (qGi ) 1 ≤ i ≤ k.

2. If ji ∈ [ji]n of size rji , (i.e j1 ∈ [j1]n of size rj1 , j2 ∈ [j2]n of size
rj2 and so on) then

Rq(C ) = min(rj1 , rj2 , . . . , rjk ).

Theorem 1 implies that if we construct code C using only one
free transform domain component, we obtain codeword vectors
c ∈ C with rank at least equal to the size of cyclotomic coset from
which the index of the transform domain coefficient is chosen.
Theorem 2 implies that the rank of the cyclic code C constructed
using more than one free transform domain component depends
on the choice of free transform component indices. If the indices
belong to the same q-cyclotomic coset of size rj then the rank
of cyclic code C drops to value less than rj and if all the indices
belong to different q-cyclotomic cosets then rank depends on the
minimum size of the q-cyclotomic cosets from which the free
transform indices are chosen. Since the maximum value of the
size of a q− cyclotomic coset over the field GF (qm) is m, the rank
of the code C will be less than or equal to m depending on the
choice of free transform component indices.

3.4. MRD Cyclic codes and their decoding

Following Theorems 1 and 2 we see that for full rank codes
with transform domain indices chosen from different q-
cyclotomic cosets of size m, the value of ej = km. Since the
rank error correctability of code depends on its rank distance,
full rank codes that are maximum rank distance separable are
desirable for communication over channels inducing crisscross
errors. According to Theorem 2 if k free transform components
are chosen from same q− cyclotomic coset mod n then the
codeword matrices are of dimension ej × m. If ej = m, we obtain
an (m, k) MRD cyclic code with m × m codeword matrices with
rank at least dR. These codes are analogous to the Gabidulin codes
with a generator matrix representation as shown below.

G =

⎡⎢⎢⎢⎢⎢⎣
1 1 1 · · · 1
1 β−j β−2j

· · · β−(m−1)j

1 β−jq β−2jq
· · · β−(m−1)jq

...
...

...
. . .

...

1 β−jq(m−1)
β−2jq(m−1)

· · · β−(m−1)jq(m−1)

⎤⎥⎥⎥⎥⎥⎦ (3)

The codewords of code Cp are obtained by multiplying the gen-
erator matrix with the corresponding transform vector, given as

c = C × G (4)

With C = DFT (c) = {C0, C1, . . . , Cm−1} and Ci ∈ GF (qm).
From now on we consider Cp over GF (qm) constructed with

indices of the free transform domain components chosen from
cyclotomic cosets of size ej = m (maximum size of the cyclotomic
coset).

Decoding of MRD cyclic codes
In this section, we present the details of the proposed de-

coding strategy used for correcting burst errors or correcting
crisscross errors. We initially discuss the details pertaining to the
construction of the check matrix. Later we discuss the details of
the proposed decoding based on the constructed check matrix.

Construction of Check matrix

Proposition 1. If C is an RC with Vjqs as the free transform compo-
nent, then

• Any non-zero codeword vector c is an n−length geometric
series with common ratio β−jqs .

Proof. Consider Eq. (2). Eq. (2) now reduces to

vi = (n mod q)−1Vjqsβ
−ijqs 0 ≤ i ≤ n − 1 (5)

From (5) we have vector c as,

c = v =
1

n mod q
Vjqs

(
1, β−jqs , β−2jqs , . . . , β−(n−1)jqs

)
, (6)

where jqs ∈ [j].
From (6), we see that ∀ Vjqs ∈ Fqm , the term(

1, β−jqs , β−2jqs , . . . , β−(n−1)jqs
)
on the RHS remain same and the

ratio between two successive elements is β−jqs . Hence any non-
zero codeword vector c ∈ C has geometric progression with
common ratio β−jqs .

From Theorems 1 and 2 we see that the first ej elements of
any codeword vector are linearly independent and the rest n− ej
elements linearly depend on these ej elements. This results in
punctured codeword vectors cp without altering their rank. The
resulting punctured code Cp has same rank as C . In case of full
row rank code C the punctured code has codewords of dimension
m × m.

Check matrix for FRC MRD codes
Let cp denote a codeword in Cp constructed using algorithm

1. Following Theorems 1, 2 and Proposition 1, if Cp is (m, 1) then
we have.⎛⎜⎜⎜⎝

β−jqs
−1 0 · · · 0 0

0 β−jqs
−1 · · · 0 0

...
...

...
. . .

...

0 0 0 · · · β−jqs
−1

⎞⎟⎟⎟⎠
⎛⎜⎜⎝

c0
c1
...

cej−1

⎞⎟⎟⎠ =

⎛⎜⎜⎝
0
0
...

0

⎞⎟⎟⎠ (7)

Since H · cT = 0, the m−1×m circulant matrix on LHS of (7) can
be considered as check matrix for C

We now extend the analysis for (m, k ≥ 2) codes. From the
definition of IFFT and Proposition 1, we see that the codewords of
(m, k ≥ 2) can be thought of as linear combination of codewords
of different (m, 1) codes obtained using different free-transform
domain components. For example if C1 is (m, 1) MRD obtained
using transform domain component V1 with vi = V1β

−j and C2 is
(m, 1) MRD code obtained using transform domain component V2
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with vi = V2β
−2j. Then the MRD C obtained using free transform

components V1 and V2 with vi = V1β
−1j

+ V2β
−2j will have

codewords which are linear combinations of codewords of C1 and
C2. We now formulate the decoding strategy for proposed MRD
codes using mathematical induction, we first consider the case of
two free transform components and then extend to the case of k
free transform components: Consider two free transform domain
components, V1, V2, Eq. (5) becomes

vi = V1β
−i

+ V2β
−2i (8)

Let

v′

i = β−1vi − vi+1, 0 ≤ i ≤ m − 2; (9)

Substituting for vi and vi, we get,

v′

i = β−1 (
V1β

−i
+ V2β

−2i)
− V1β

−i−1
− V2β

−2i−2, 0 ≤ i ≤ m− 2;

(10)

v′

i = β−1 (
V1β

−i
+ V2β

−2i)
− V1β

−i−1
+ V2β

−2i−2, 0 ≤ i ≤ m− 2;

(11)

v′

i = V1β
−i−1

+V2β
−2i−1

−V1β
−i−1

−V2β
−2i−2, 0 ≤ i ≤ m−2; (12)

v′

i = V2β
−2i−1

− V2β
−2i−2, 0 ≤ i ≤ m − 2; (13)

v′

i = V2β
−2i (β−1

− β−2) , 0 ≤ i ≤ m − 2; (14)

From Eq. (14) we infer that

β−2v′

i − v′

i+1 = 0, 0 ≤ i ≤ m − 2; (15)

Substituting for v′

i and v′

i+1, we get

β−2 {
V2β

−2i (β−1
− β−2)}

−
{
V2β

−2i−2 (
β−1

− β−2)}
= 0, 0 ≤ i ≤ m − 2; (16)

Expanding above equation for all values of i and expressing in
terms of product of matrices we get⎡⎢⎢⎢⎣

β−2
−1 0 · · · 0 0

0 β−2
−1 · · · 0 0

...
...

...
. . .

...
...

0 0 0 0 · · · β−2
−1

⎤⎥⎥⎥⎦

×

⎡⎢⎢⎢⎢⎣
β−1

−1 0 · · · 0 0 0
0 β−1

−1 · · · 0 0 0
...

...
...

. . .
...

...
...

0 0 0 0 · · · β−1
−1 0

0 0 0 0 · · · 0 β−1
−1

⎤⎥⎥⎥⎥⎦

×

⎡⎢⎢⎢⎢⎣
a0
a1
...

an−2
an−1

⎤⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎣
0
1
...

0
0

⎤⎥⎥⎥⎥⎦ (17)

The product of m − 2 × m − 1 and m − 1 × m matrix is given
by⎡⎢⎢⎢⎣

β−3
−(β−2

+ β−1) 1 0 · · · 0 0 0
0 β−3

−(β−2
+ β−1) 1 · · · 0 0 0

.

.

.
.
.
.

.

.

.
.
.
.

. . .
.
.
.

.

.

.
.
.
.

0 0 0 0 · · · β−3
−(β−2

+ β−1) 1

⎤⎥⎥⎥⎦ (18)

In the above matrix it can be observed that the consecutive
non-zero entries in each row are convolution of

{
β−2, −1

}
and{

β−1, −1
}
. In general, if cyclic code is designed by using k free

transform components {j1, j2, j3, . . . , jk}, then the non-zero en-
tries along each row of the parity check matrix can be obtained
convolving the sequences

{
β−j1 , −1

}
,
{
β−j2 , −1

}
,
{
β−j3 , −1

}
,

. . . ,
{
β−jk , −1

}
. Thus, the number of non-zero entries along each

row of the parity check matrix is given by 2+ (k− 1) ∗ (2− 1) =

k + 1 < n. If {h0, h1, . . . , hk−1} is the sequence obtained by
convolution, then the parity check matrix is given by

H =

⎡⎢⎢⎣
h0 h1 h2 h3 · · · hk 0 0
0 h0 h1 h2 · · · hk−1 hk 0
...

...
...

...
. . .

...
...

...

0 0 0 0 · · · hk−2 hk−1 hk

⎤⎥⎥⎦ (19)

Thus, any codeword {c0, c1, . . . , cn−1} ∈ C satisfies

⎡⎢⎢⎣
h0 h1 h2 h3 · · · hk 0 0
0 h0 h1 h2 · · · hk−1 hk 0
...

...
...

...
. . .

...
...

...

0 0 0 0 · · · hk−2 hk−1 hk

⎤⎥⎥⎦
⎡⎢⎢⎢⎢⎣

c0
c1
c2
...

cm−1

⎤⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎣
0
0
0
...

0

⎤⎥⎥⎥⎥⎦
(20)

We now formulate the decoding algorithm. Since the number of
rows is greater than the number of columns, there exist multiple
solutions.

Decoding in rank-metric :
Let R = C + E be the received matrix with elements over

GF (q). Equivalently, let r = c + e be the received vector with
elements over GF (qm). We now propose a decoding algorithm
that can correct crisscross errors. The decoding strategy is based
on syndrome decoding and hence decoding complexity increases
exponentially with higher values of k and m. Due to the availabil-
ity of high speed computation processing platforms and taking
into account the data rate requirement of PLC communication,
we have employed syndrome decoding strategy in this work. The
decoding algorithm is given in Algorithm 1. From Eq. (20) and
the decoding algorithm we can see that there exists qkm solutions
for a particular syndrome vector s. Out of these, we consider the
solution (error pattern) possessing minimum rank as the most
likely perturbing matrix. This is accepted as the error pattern
actually introduced by the channel.

Algorithm 1 Decoding algorithm

1: Input: R; Output: û, ê
2: if H · rT ̸= 0 then
3: W =

{
wj = êj|H · êj

T
= s, 0 ≤ j ≤ qkm − 1

}
4: for j from 0 to qkm − 1 do
5: if Rq(wj) ≤ ⌊

m−1
2 ⌋ then ĉ = r − wj

6: if H1 · ĉ = 0 then
7: ê = wj; break
8: else ĉ = r

û = (û0, û1, û2, · · · ûm−1) = Φ−1(ĉ)

In the algorithm Φ denotes the mapping function that maps
m− length data vector to symbols in GF (qm). In the following
proposition we show that the solution (error pattern) obtained
by the above decoding algorithm is unique if the rank of the error
pattern introduced by the channel is Rq(e) ≤ ⌊

m−1
2 ⌋
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Fig. 4. Proposed Secure PLC with index modulation.

Proposition 2. The solution of the decoding algorithm is unique if
Rq(e) ≤ ⌊

m−1
2 ⌋

Proof. Without loss of generality let x1, x2 be two solutions of
rank ≤ ⌊

m−1
2 ⌋ such that H · (x1) = H · (x2) H⇒ H · (x1 − x2) = 0.

This is true only if (x1 − x2) = 0 which means x1 = x2 or
(x1 − x2) ∈ C , thus Rq(x1 − x2) = m. However, according to
the rank inequality we have Rq(x1 − x2) ≤ Rq(x1) + Rq(x2). Since
Rq(x1) = Rq(x2) ≤ ⌊

m−1
2 ⌋, Rq(x1−x2) ≤ 2⌊m−1

2 ⌋ < m contradicting
the condition Rq(x1 − x2) = m. Hence x1 = x2.

Hence the proposed decoding algorithm gives unique solution
if Rq(e) ≤ ⌊

m−1
2 ⌋. It is to be noted that the decoding is possible if

and only if the receiver has knowledge of jqs ∈ [j] chosen at the
transmitter.

4. Secure multicarrier PLC system with index modulation

4.1. Construction of index key

In Section 3, we have seen that a full rank code Cp can be
synthesized by the appropriate choice of free transform compo-
nent indices. From the definition of cyclotomic coset, we see that
there are multiple choices of free transform component indices,
each leading to the synthesis of a different full rank code Cp.
Using this additional degree of freedom (freedom to chose the
transform component indices) the transmitter and receiver can
jointly establish an arrangement to follow through the set of
component codes in a particular order. This arrangement is called
the index key, given by {k0, k1, . . . ,kG−1}. To illustrate this idea
we consider the following example.

Example 1. Let n = 15. The 2− cyclotomic cosets mod 15 are
given by:

[0]15 = {0},
[1]15 = {1, 2, 4, 8},
[3]15 = {3, 6, 12, 9},

[5]15 = {5, 10}
[7]15 = {7, 14, 13, 11}

Following case 2 of Theorem 2 we see that (4, 1) cyclic codes
of rank 4 can be obtained by choosing any one index from the
cyclotomic cosets [1]15, [3]15, [7]15. There are 12 possible choices
and these choices can be used in random to construct an index
key. An example index key can be given by {k0, k1, . . . ,k11} =

{3, 1, 7, 4, . . . , 11, 13}.
Similar to the cryptographic keys, the level of security of com-

munication increases with randomness in the order of selection
and length of the index key. In addition to this, communication
security can be enhanced by dynamically changing the key during
communication.

4.2. Transmitter

The block diagram of the proposed secure multicarrier PLC
system is shown in Fig. 4. Initially, the incoming bG bit stream
is split into G parallel streams of length b (serial to parallel
conversion). At each RC Encoder (RCE), bI = ⌊m · log2(q)⌋ bits out
of b bits are considered to obtain codeword matrix. The remaining
bs = ⌊log2

(N
m

)
⌋ bits out of b bits are considered for subcarrier

selection. The bI information bits at the encoder are encoded into
m × m RC codeword by using the appropriate value of index key
element (ki). The RC encoding algorithm used at branch i (0 ≤

i ≤ G − 1) is as given in Algorithm 2.
Each encoder branch is assigned with N = NF/G number of

subcarriers in a predetermined order. Index modulator (IM) at
each branch considers the bs selection bits to select m subcarriers
out of available N subcarriers, for transmitting symbols along
each column of RC codeword. To maintain constant minimum
weight (CW) and improve the performance, the m carriers chosen
will be the same for the entire m × ej RC codeword. This results
in (N × ej) Index Modulated RC (Im-RC) codeword. An example
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Algorithm 2 Encoding algorithm

1: Input: ui =
(
ui,0, ui,1, · · · , ui,bI−1

)
;

2: ji = ki
3: Output: C
4: Map Φ : (ui) → Fqm .

5: Let
{
CJ = Φ (ui) J = ji

0 Otherwise

}
.

6: Compute c = C × G

7: c = (c0, c1, · · · , cej−1) ↔ C =

⎡⎢⎢⎣
c0,0 · · · c0,m−1
c1,0 · · · c1,m−1
...

. . .
...

cm−1,0 · · · cm−1,m−1

⎤⎥⎥⎦

representation of IM-RC can be given by.

CIM =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

c0,0 c0,1 · · · c0,m−1
0 0 · · · 0

c1,0 c1,1 · · · c1,m−1
...

...
. . .

...

0 0 · · · 0
cN−2,0 cN−2,1 · · · cN−2,m−1
cN−1,0 cN−1,1 · · · cN−1,m−1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(21)

The N × m Im-RC codeword is then fed to the convolutional
encoder. The convolutional encoder (CE) considers each row of
the index modulated RC and encodes the data along each row.
The convolutionally encoded Im-RC is as given as

CIM =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

c0,0 c0,1 · · · c0,m−1 · · · c0,n−1
0 0 · · · 0 · · · 0

c1,0 c1,1 · · · c1,m−1 · · · c1,n−1
...

...
. . .

...
. . .

...

0 0 · · · 0 · · · 0
cN−2,0 cN−2,1 · · · cN−2,m−1 · · · cN−2,n−1
cN−1,0 cN−1,1 · · · cN−1,m−1 · · · cN−1,n−1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(22)

Traditionally the input to the OFDM modulator is a sequence
of symbols obtained from a two-dimensional complex number
plane. However, the elements of convolutionally encoded Im-RC
are over GF (q) with q taking integer values. Hence, there is a need
for one-to-one and onto-map to obtain a codeword with symbols
over the complex plane. In case of codeword matrices over binary
symbols {0, 1} a rank preserved space time block code (STBC) can
be obtained by mapping symbol 0 to −1 and mapping symbol 1 to
1. In case of codewords over non-binary symbols, two well-know
rank preserving maps have been defined: Gaussian Integer map
and Eisenstein–Jacobi Integer map. In this work we use codes
constructed over F2m with codeword matrices over GF (2), hence
we use binary phase shift keying (BPSK) mapping. After mapping
the symbols of Im-RC codeword using the rank preserving maps,
the resulting Index modulated NSTBC (NSTBC-IM) codeword is
given as,

XIM =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

x0,0 x0,1 · · · x0,m−1 · · · x0,n−1
0 0 · · · 0 · · · 0

x1,0 x1,1 · · · x1,m−1 · · · x1,n−1
...

...
. . .

...
. . .

...

0 0 · · · 0 · · · 0
xN−2,0 xN−2,1 · · · xN−2,m−1 · · · xN−2,n−1
xN−1,0 xN−1,1 · · · xN−1,m−1 · · · xN−1,n−1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(23)

Where xi,j = ζ (ci,j); 0 ≤ i ≤ m − 1, 0 ≤ j ≤ m − 1, and ζ is
either Gaussian Integer map of Eisenstein-Integer map.

Each branch of the transmitter results in a corresponding XIM .
Since there are G branches, G− such XIM matrices are considered
by the interleaver (Π ). The interleaver (Π ) stacks corresponding
rows of G codewords one below the other (in row dimension).
Each column of the interleaved codeword S is considered as
one frame. Since there are n columns, n interleaved frames are
obtained. Since there are G IM-RC codewords, the dimension of
S is NG × ej = NF × ej. The NF point IFFT block considers in-
terleaved frames one by one and then outputs the corresponding
OFDM frames containing complex symbols. The OFDM-IM block is
represented as X (collection of n OFDM-IM frames). A cyclic prefix
of suitable length is padded at the end of each N length OFDM
frame (column of X) and then transmitted through PLC channel
frame by frame.

4.2.1. Rate of codes
Following [6], the rate is defined as

R = RIM−RC · Rconv =
G

(
log2

(
qkm

)
+ log2

(N
m

))
m (NF + NCP)

Rconv

Here RIM−RC represents overall rate of the RC and IM block
together.

Rconv represents the rate of convolutional encoder.

4.3. Power line channel

The multipath power line channel is shown to be frequency
selective with a complex frequency response given by [22,23].

H(f ) =

N∑
i=1

gie−(α0+α1f κ )Di .e−2π f (Di/Vi) (24)

Here, gi is the weighting parameter. α0, α1 are the attenuation
parameters. Di is the length of ith path. Vi is the velocity of the
wave propagating through ith path. κ is the exponent. Besides
frequency selective fading (ηf ), noise in the PLC channel has three
main components:

• Background noise (Nb): The background noise is assumed
to be additive. The effect of background noise is most com-
monly characterized by Nakagami-m distribution [24,25].

• Narrowband noise (Nnb): In case of PLC, narrowband in-
terference is caused by ingress of signals from broadcast
stations that are transmitting in Medium wave (MW), Short
wave (SW) and Very High Frequency (VHF) bands. Various
models have been proposed in the literature to model the
effect of narrowband noise. In this work, we use the model
described in [13] with narrowband interference probability
p.

• Impulsive noise (Ni)- Impulse noise occurs mainly due to
switching or surge in voltage. Based on the nature of the
occurrence, the impulse noise can be periodic and asyn-
chronous to mains, or periodic and synchronous to mains,
or Asynchronous to mains. The most widely used channel
description is Middleton class A model, with a probability
density function (pdf) given by, [26,27].

pη(v) =

∞∑
k=0

e−AAk

k!
1√

2πσ 2
k

exp(−v2/2σ 2
k ) (25)

Here, A is impulse index.
σ 2
k =

(
1 +

1
Γ

) (
k/A+Γ

1+Γ

)
σ 2
b σ 2

b is the background noise vari-
ance.
Γ is the Background to impulse noise ratio.
In this work, the value of impulse index A is chosen to be
0.3 and the value of background to impulse noise ratio Γ as
0.1.
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4.4. Receiver

At the receiver, the received block matrix corresponding to
OFDM-IM block X is represented by YS . After the removal of CP
and applying FFT, the signal can be given by:

Y = FFT (YS) = HS + N (26)

Where N is the additive noise comprising of narrowband noise
Nnb, background noise Nb and impulse noise Ni. H is the FFT of
the channel matrix, given by

H = diag(H(f0),H(f1), . . . ,H(fNF−1)) (27)

The effect of various noise components (Nb,Nnb,Ni) on the
proposed codewords is as discussed in Section 1. Since FFT is a
linear process, following central limit theorem and the analysis
given in [28], the Noise matrix N = FFT (Nb + Nnb + Ni) will have
entries following Gaussian distribution with mean µ = µx and
variance σ 2

= σ/
√
(NF ). After the removal of CP and performing

NF point FFT, the deinterleaver rearranges the interleaved IM-
RC codewords, before passing onto the Index demodulator block.
The output of FFT block is a NF × n matrix corresponding to
transmitted OFDM block S. The deinterleaver & demapper block
(Π−1) splits the OFDM block into G− (N × n) X̂IMs, finds the
estimate of the transmitted complex symbols, inverse maps these
complex symbols to symbols over GF (q) and then passes the
resulting estimate ĈIM onto the bank of convolutional decoders.
The convolutional decoder considers the (N × n) ĈIM codeword
and finds an estimate of the transmitted Im-RC codeword Ĉ. This
estimated codeword is then fed to Index Demodulator. The index
demodulator considers N × ej Im-RC matrix and uses majority
logic to estimate the carrier selection bits assigned to a particular
RC. The resulting m × m matrix is then fed to the proposed rank
metric decoder. Following [6], the m × m matrix at the input of
proposed decoder, corresponding to mj × m RC, can be modelled
using the following equation:

ζ−1 (Y) ≜ R = C + E (28)

The decoder now refers to the index key value and estimates
the transmitted RC using the proposed decoder. The correspond-
ing bs length binary data is then estimated. At this point, it can
be noted that the binary data at the output of the decoder will be
a correct estimate of the corresponding binary data used at the
transmitter, only if the index key value used at both encoder and
corresponding decoder is same.

5. Computational complexity

In this section we present the complexity comparison of de-
coding in the presence and absence of index key. The decoding
complexity is in terms of number of multiplications required in
estimating information pertaining to one transmitted RC code-
word. We consider two scenarios: (1) Receiver employing the
proposed decoder. (2) Receiver employing sphere decoder. In case
of the proposed decoder the computational complexity depends
on the list of codewords that satisfy H.êj

T
= s. In case of sphere

decoding, the number of codewords in the search space depend
on the sphere radius, and for the case of large radius (which
includes all codewords), the complexity attains to that of ML
decoding complexity.

Referring to Fig. 4 and Section 4, we have rate 1/2 convolu-
tional encoder at the transmitter. The convolutional decoder at a
particular branch outputs the estimated row of the codeword by
using trellis decoding. Since the symbols of codeword are from
the field GF (2) for the rate 1

2 convolutional code, the computation
involves 22 multiplications per bit and there are 2 bits per branch,

Table 1
Computational complexity.
Scheme Complexity Order

RC (With key)
(N
m

)
2km

(
m2e2j + m2

)
O(2km)

RC (Without Key)
(L
k

)
mk

(N
m

)
2km

(
m2e2j + m2

)
O(mk2km)

RC (With proposed decoding) 2m3ej + m2e2j + 2km2m3/3 O(2kmm3)

therefore the number of computations per bit is given by 2.22. If
the constraint length is Lc , the number of computations per bit is
23+Lc . There are ej bits per row of the and m rows per codeword.
Thus total number of computations required to estimate the
RC codeword over GF (2) is mej23+Lc . Since the m rows can be
independently (parallel) decoded the mathematical complexity
is of the order O(2(3+Lc )). We now consider the complexity of
the proposed rank metric based decoder. Referring to Algorithm
1, the first step consists of computing 2km solutions with each
solution requiring (m− k) multiplications (since in GF (q) division
is considered to be multiplication with inverse). Since complexity
involved in multiplication is of primary importance, the worst
case computational complexity of rank decoder can be given by
O((m− k)2km). Thus the overall complexity of the decoder can be
given by O(2(3+Lc )) + O((m − k)2km). At this point it can be noted
that this is the maximum complexity and if the decoder can find
the solution in the first attempt then the complexity can be given
by O(2(3+Lc ))+O((m− k)). Since the decoder can be implemented
in a way to stop when the solution is found, the complexity is
close to the minimum complexity if the errors are of minimum
rank (in the presence of dominant impulse noise). From this it can
be inferred that the computational complexity of the proposed
decoder is proportional to the number of solutions that satisfy
the syndrome equations. In the presence of dominant impulse
noise, for small values of k and m, the complexity of the proposed
approach is comparable to that of the approach proposed in [4]
which is dependent on the number of subcarriers used and is
given by N

mO(Nlog2(N)).
In case of ML decoding since H is of dimension m×mej and Xd

is of dimension mej × n, the number of complex multiplications
required to compute HXd is given by m2e2j . Since Y − HXd is
of dimension m × m, the ML computation of ∥YHXd∥

2 requires
another m2 complex multiplications. Total number of multiplica-
tions required in computing Y− is m2e2j + m2. There are

(N
m

)
2km

codewords. Thus, the total number of complex multiplications
required in estimating one RC-IM is

(N
m

)
2km(m2e2j + m2). In the

absence of index key the search space includes
(L
k

)
mk2km. Thus,

the total number of computations required in estimating one
RC-IM in the absence of index key is

(L
k

)
mk

(N
m

)
2km

(
m2e2j + m2

)
.

Thus we see that the order of complexity in estimating the
codeword in the absence of index key is O( mk2km). As we go to
higher extension fields (high value of m) and higher value of k,
the complexity involved in estimating the transmitted codeword
increases exponentially making it difficult for the eavesdrop-
per to determine the estimate of the transmitted code word in
real time because he does not possess knowledge of the index
key.

As can be seen from Table 1, in case of ML decoding the
knowledge of index key at the receiver helps the decoder to
search right code space and also reduces the search space. At
the same time, absence of index key increases the search space,
and can reduce the performance of the PLC system. In the case
of proposed decoder, the number of computations required in
estimating the transmitted information is less if the index key is
known at the receiver. In addition to this the absence of index
key leads to incorrect decoding as discussed in Section 4.
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Table 2
Parameters of 4-path model.
Attenuation parameters

k=1 α0 = 0 α1 = 7.8 ×10−8 m/s

Path parameters
i gi Di/m i gi Di/m

1 0.64 200 3 −0.15 244.8
2 0.38 222.4 4 0.05 267.5

Fig. 5. SER plot of RC(R=0.4,0.5) and CCW (R =0.361,0.535) codes.

Additionally, from Table 1 it can be observed that the com-
plexity becomes significantly with increase in k, making the pro-
posed approach suitable for multicast scenarios only in case of
lower dimension codes over lower extension fields). Thus, for
PLC multicast scenarios the proposed approach has significantly
high complexity when compared with the approach given in [4].
However, the proposed approach facilitates multi user commu-
nication through PLC network by providing additional physical
layer security.

6. Simulation results

For simulations, we have considered 4-path PLC channel with
the parameters given in Table 2. Further, we have considered
RC(n, k) over GF (24) and GF (28), a 4-path PLC model with chan-
nel coefficients given in Table 2. Moreover, we have considered
OFDM modulation with the number of data sub-carriers as NF =

512. Each branch at the transmitter is assigned with 8 or 16
carriers based on the RC code used.

In the presence of dominant narrowband noise and Impulse
noise, the errors are considered to follow crisscross patterns [6,
12] as shown in Fig. 2. In [6], Chee et al. proposed the use of
matrix codes for correcting crisscross errors in multitone power
line communication. To understand the crisscross error correction
capability of the proposed RC codes and also to have a fair
comparison with the existing results [6,12], initially, we have
considered the simulation of the proposed system by employing
only the proposed rank-metric cyclic codes and decoding (i.e. in
the absence of convolutional encoder and decoder). The proposed
codes are compared with constant column weight (CCW) codes
proposed by Chee et al.. Table 3 gives rate comparisons of the
proposed codes with the existing CCW codes. Fig. 5 shows the BER
performance of the proposed RC(4,1)16, RC(8,3)256 codes. From
the figure, we infer that RC(4,1)16 gives approx. 25% improve-
ment in symbol error rate (SER) as compared to CW (13, 6, 5)2 ◦

RS[15, 14, 2]16 [6]. Further, the proposed RC(8, 3) codes provide
an improvement by about 30%, as compared to CW (9, 4, 4)2 ◦

RS[15, 14, 2]16 codes. Table 3. gives the comparison of rates of
codes used in Multitone FSK based PLC [6].

Table 3
Comparison of rates of RC and CCW codes.
Code N m R

CW(13, 6, 5)2 ◦ RS[15, 14, 2]16 15 13 log|C|/nlog
(Nf
m

)
= 0.36

Im-RC(4, 1)24 8 4 0.31
CW(9, 4, 4)2 ◦ RS[15, 14, 2]16 15 9 log|C|/nlog

(Nf
m

)
= 0.53

RC(6, 3)26 12 6 0.50
RC(8, 3)28 16 8 ≈0.40

Fig. 6 shows the performance of the proposed scheme in the
presence of dominant background noise, considerable narrow-
band noise with probability p = 0.05 affecting at most two rows,
and impulse noise with probability p = 0.05. In the presence of
narrowband noise, at a BER of 10−4 the proposed RC(8, 3)28 code
in concatenation with rate-1/2 convolutional code provides a gain
of approx. 3 dB as compared to the case of rate-2/3 convolutional
code. Further, in the case of RC(8, 4)28 codes with rate-1/3 con-
volutional code, an additional gain of 0.8 dB is achieved when
compared to RC(8, 3) codes. When compared with the Linearly
precoded OFDM/ wavelet OFDM (WOFDM) scheme [7], the pro-
posed technique provided significant gain due to the presence
of error control codes for both background errors and crisscross
errors. In comparison with the performance of Reed Solomon (RS)
coded binary frequency shift keying (BFSK), the proposed RC-
with rate 2/3 convolutional codes is observed to provide gain of
approximately 2dB due to the presence of convolutional code and
rank error correcting capability of RC codes. Additionally, it can be
seen that in the absence of the exact knowledge of the index key
at the receiver, the performance reaches the error floor at a BER of
approximately 1×10−2. Thus, the use of the index key provides an
additional layer of security. Moreover, when compared with the
existing LRPC/Gabidulin based design with rate-1/2 convolutional
code, the performance of the proposed scheme is observed to be
slightly better. In terms of complexity, the computations required
by the constructions in [12,16] are over the Galois field GF (246)
whereas our constructions are based on computations over the
Galois field GF (28). This brings about a significant reduction in
the complexity of the encoding and decoding operations. Thus,
these codes provide equivalent (slightly better) performance with
significantly reduced computational complexity.

Fig. 7 shows the bit error rate (BER) performance of the pro-
posed scheme in case of dominant background noise with nar-
rowband noise (Nnb) affecting one, two and three rows with
probability p = 0.05 and with impulse noise characterized by
probability p = 0.05. It can be observed that the performance
offered by the proposed scheme is similar to LRPC in both cases.
However, for appropriate decoding, the proposed codes require
knowledge of index key at the receiver, as seen from Fig. 7.
Additionally, the proposed approach considers codes over GF (28)
where as the LRPC codes are constructed over F246.

To illustrate the performance of proposed codes in terms of
Euclidean distance metric we have evaluated the performance
of the proposed scheme (without convolutional codes) in the
presence of dominant background noise. In Fig. 8 we have shown
the performance of the proposed system in the presence of dom-
inant random errors due to background noise, narrowband noise
affecting three rows with probability p = 0.05, and impulse noise
affecting columns with probability p = 0.05. The decoder is a
Single stage ML decoder or Sphere decoder. It can be observed
that the BER curve for sphere radius r = 10 is similar to that of
ML decoding. Further, it can be observed that the performance
of a single stage ML/Sphere decoder is inferior as compared to
two-stage decoding (Figs. 6 and 7), because of the presence of
rank errors and background errors. In the presence of errors with
rank < ⌊m − 1/2⌋, but spread across all rows of the transmitted
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Fig. 6. BER plot of RC-Conv. codes over GF (28) and LRPC/Gabidulin-Conv. codes.

Fig. 7. BER plot of RC-Conv. codes and LRPC/Gabidulin-Conv. codes fro various values of Nnb .

Fig. 8. BER performance of proposed RC-codes in the presence of dominant background noise.

codeword, the proposed rank decoder can still decode without
any error, however, the ML decoder can result in the wrong
estimate as the decision metric is Euclidean distance and not rank
distance, and the search space all possible Im-RC codewords, as
evident from Fig. 8.

7. Conclusion

In this paper, we have proposed a PLC communication scheme
employing OFDM and Index modulation. The proposed scheme
employs cyclic codes with desired rank distance properties for
correcting crisscross errors. Also convolutional codes are used

in concatenation with the rank codes, for correcting random
background errors. We have designed a rank-metric based de-
coding strategy for correcting crisscross errors. Error correcting
capability of the proposed rank-metric decoder is discussed and
is shown to correct crisscross errors of rank Rq ≤ ⌊

m−1
2 ⌋. To

correct random errors we have used Viterbi decoder. Performance
of the proposed RC codes with the proposed decoding strategy
is evaluated in a multicarrier power line communication system
employing OFDM and Index modulation. Simulation results show
that a coding gain of approximately 2dB can be achieved with
RC over F28 in the presence of rank-2 errors as compared to the
performance in the presence of rank three errors. Additionally,
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a coding gain of 1dB can be achieved by using the proposed
codes with rate-1/3 convolutional code as compared to that using
the rate-1/2 convolutional code. Moreover, it was shown that in
the absence of index key the receiver could not decode correct
information, resulting in the error floor in the BER performance.
In the case of PLC with multitone FSK, symbol error rate (SER)
graph shows that with RC codes an improvement of about 25%–
30% in SER can be achieved when compared with CCW codes
proposed by Chee et al.. Simulation results further indicate that
the codes proposed in this paper offer an additional layer of secu-
rity, equivalent (slightly superior) error performance and reduced
computational complexity when compared with LRPC/Gabidulin
codes. Further, the proposed approach offers significant SNR gain
when compared with LP-OFDM/WOFDM method and RS coded
BFSK method. The rank-metric codes considered in this approach
can be used as network codes and it will be promising to explore
the application of these codes as network codes for PLC system.
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