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Sensitivity of the Food and Agriculture Organization
Penman–Monteith Evapotranspiration Estimates to

Alternative Procedures for Estimation of Parameters
Lakshman Nandagiri1 and Gicy M. Kovoor2

Abstract: Reference crop evapotranspirationsETod is a key variable in procedures established for estimating evapotranspiration r
agricultural crops. As per internationally accepted procedures outlined in the United Nations Food and Agriculture Orga
Irrigation and Drainage Paper No. 56~FAO-56!, using the Penman–Monteith~PM! combination equation is the recommended appr
to computingETo from ground-based climatological observations. Applying of the PM equation requires converting input climate
data into a number of parameters, and FAO-56 recommends exact procedures for estimating these parameters. However, a
alternative procedures for estimating parameters exist in literature. As a consequence, it is likely that ambiguous results may
from the FAO-56 PM equation because of the adoption of such alternative~nonrecommended! supporting equations. The purpose of
present study is to evaluate differences that could arise in FAO-56ETo estimates if nonrecommended equations are used to compu
parameters. Using historical climate records from 1973 to 1992 of a station located in the humid tropical region of Karnataka S
monthly ETo estimates computed by FAO-56 recommended procedures were statistically compared with those obtained by in
alternative procedures for estimating parameters. In all, 13 alternative algorithms forETo estimation were formulated, involving modifi
procedures for parameters associated with weighting factors, net radiation, and vapor-pressure-deficit terms of the PM equat
240-month period considered, nine of these algorithms yieldedETo estimates that were in close correspondence with FAO-56 esti
as indicated by mean absolute relative difference~AMEAN ! values within 1% and maximum absolute relative difference~MAXE ! values
within 2%. The remaining four algorithms, involving nonrecommended procedures for the vapor-pressure-deficit and net-rad
rameters, yielded considerably differentETo estimates, giving rise to AMEAN values in the range of 2 to 8% and MAXE values ra
between 8 and 28%. The results of this study highlight the need for strict adherence to recommended procedures, especially fo
of vapor-pressure-deficit and net-radiation parameters if consistent results are to be obtained by the FAO-56 approach.

DOI: 10.1061/~ASCE!0733-9437~2005!131:3~238!

CE Database subject headings: Evapotranspiration; Algorithms; Climatic data; Parameters; Gas pressure; Crops.
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Introduction

Estimates of evapotranspiration~ET! flux occurring from croppe
land surfaces are essential in studies relating to hydrology
mate, and agricultural water management. The procedure f
timating of ET rates from agricultural crops is well establish
As a first step, it involves computing reference crop evapotr
piration sETod by using regularly recorded climatological da
Several equations—broadly classified as temperature-b
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radiation-based, and combination-type—have been propose
ETo computations. Innumerable studies have evaluated the p
mances of these equations under different climatological c
tions, with Katul et al.~1992!, Amatya et al.~1995!, Khandelwa
et al.~1999!, and Mall and Gupta~2002! being a few of the mor
recent ones. Most of such comparative studies have indicate
superiority of combination-typeETo equations. In particular, th
physically-based Penman–Monteith~PM! combination equatio
has proved to be the best estimator ofETo across a wide range
climates~Jensen et al. 1990!.

On the basis of such findings, the recent version of the i
nationally accepted United Nations Food and Agriculture Org

Table 1. Input Data Required to Compute Parameters of Equation~1!

Parameter Input data

u2 u24,zw

es Tmax,Tmin

ea Tmax,Tmin,RHmax,RHmin

D Tmax,Tmin

g z

Rn f,time of year,n,z,Tmax,Tmin

G T
Note: All symbols are explained in notation list.
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zation ~FAO! methodology for estimating crop water requ
ments~Allen et al. 1998!, recommends the sole use of the
equation forETo computations. In contrast, the previous vers
of the FAO methodology~Doorenbos and Pruitt 1977!, offered a
choice of five equations for computingETo.

According to Allen et al.~1998! ~called FAO-56 in this paper!,
the recommended form of the PM equation is

ETo =

0.408DsRn − Gd + g
900

T̄ + 273
u2ses − ead

D + gs1 + 0.34u2d
s1d

whereETo=reference crop ET~mm/day!, defined as the evap
transpiration from a hypothetical reference crop with an assu
crop height of 0.12 m, a fixed surface resistance of 70 s/m a
albedo of 0.23;Rn=net radiation at crop surfacefMJ/sm2 daydg;
G=soil heat flux densityfMJ/sm2 daydg; T̄=mean air temperatu
~°C! at 2 m height;u2=wind speed~m/s! at 2 m height;es

=saturation vapor pressure~kPa!; ea=actual vapor pressure~kPa!;
ses−ead=saturation vapor pressure deficit~vpd! ~kPa!; D=slope
of vapor pressure versus temperature curve at temperatureT ~kPa/
°C!; andg=psychrometric constant~kPa/°C!.

The application of Eq.~1! requires standard ground-based
matological observations of solar radiation or sunshine, air
perature, humidity, and wind speed, as well as site details o
tude and altitude. The structure of Eq.~1! suggests that except f
wind speed and air temperature, none of the other inputs a

explicitly in the computation ofETo. Although air temperaturesT̄d
does appear in the second term of the numerator, other ele
of Eq. ~1! also depend on temperature. In other words, using
~1! necessarily involves converting measured parameters i
number of estimated parameters. Table 1 shows the relation
among measured climate variables and estimated paramet
Eq. ~1!. FAO-56 describes the exact procedures to be adopt
compute these parameters and presents numerical exampl
demonstrate the use of the recommended methods.

However, several other methods exist for computing the
rameters of Eq.~1!. Given that some of these parameters are
used in otherETo equations, a number of methods for their co
putation from climatological and site inputs are documente
literature~e.g., Doorenbos and Pruitt 1977; Rosenberg et al. 1
Sharma 1985; Allen et al. 1989; Jensen et al. 1990; Kotsop
and Babajimopoulos 1997; Irmak et al. 2003b!.

It is important to note that the FAO-56 methodology rep
sented by Eq.~1! is actually an abbreviated form of a compl
algorithm comprising several specific supporting equations. H
ever, not all references to the FAO-56 PM approach reproduc
entire algorithm~e.g., Shuttleworth 1992; Irmak et al. 200!
which may lead to a situation where a user adopts the FA
recommended form of the PM model in Eq.~1!, but chooses t
use methods other than those recommended by FAO-56 to
pute the parameters. How sensitive areETo estimates to altern
tive choices of parameter computation methods? In our opi
an answer to this question would prevent ambiguous applica
of Eq. ~1! and thereby support the need for a consistent and
dardized procedure forETo estimation using the FAO-56 P
model.

The ASCE Task Committee on Standardization of Refer
ET ~Allen et al. 2000! has recognized, among several other
portant issues, the need for standardized calculation of pa
eters. However, few earlier studies seem to have analyze

issue in detail and provided quantitative estimates of differences
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t

in ETo arising out of alternative choices of parameter computa
methods. A noteworthy exception is the study of Sadler and E
~1989!, but they confined themselves to comparing only 15
ferent methods of computing the saturation vapor deficit pa
eter ses−ead in a combination-typeETo equation and reporte
differences of −80 to +100% inETo estimates across a wide ran
of environments. Similarly, Howell and Dusek~1995! investi-
gated the accuracy of five different methods of computing
saturation vapor-pressure deficit parameterses−ead and docu
mented errors in excess of 25% between deficits measur
Texas and estimated deficits. However, they did not invest
the propagation of such errors intoETo estimates.

In the present study, a comprehensive evaluation ofETo esti-
mates that are based on Eq.~1! was taken up with the objective
evaluating differences introduced by selecting alternative me
for computing a number of these parameters. The overall m
odology adopted involved retaining the FAO-56 procedure a
reference and documenting differences introduced intoETo esti-
mates from Eq.~1!, by using alternative methods for estimat
parameters. For the analysis reported in this paper, we use
matological measurements made at a station located in the
coastal district of Dakshina Kannada, Karnataka State, India
~1! can in principle be applied at time steps ranging from less
hourly to monthly, but the monthly time step was adopted in
analysis because of its importance in studies related to wate
modeling and computing crop-irrigation water requirements.

Computation of Parameters

FAO-56 Methods

The FAO-56–recommended equations for computing variou
rameters of Eq.~1! are described in Annex 2 of Allen et al.~1998!
but are reproduced here for the sake of completeness. In
study, we assume the reference crop to be green grass.

Saturation Vapor Pressure sesd
An estimate of mean dailyes is obtained as

es
skPad

=
eosTmaxd + eosTmind

2
s2d

whereTmax andTmin are maximum and minimum air temperatu
~°C!, respectively; and saturation vapor pressures~kPa! corre-
sponding to them are obtained from

eosT*d
skPad

= 0.6108 expF 17.27T*

T* + 237.3
G s3d

in which T* ~°C! may be eitherTmax or Tmin and eosT*d
=saturation vapor pressure at air temperatureT* ~kPa!.

Actual Vapor Pressure sead

ea
skPad

=
FeosTmind

RHmax

100
+ eosTmaxd

RHmin

100
G

2
s4d

whereRHmax andRHmin are maximum and minimum values,

spectively, of relative humidity~%!.
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Slope of Vapor Pressure CurvesDd

D
skPa/°Cd

=

4,098F0.6108 expS 17.27T̄

T̄ + 237.3
DG

sT̄ + 237.3d2
s5d

whereT̄=mean air temperature defined as

T̄ =
Tmax+ Tmin

2
s6d

Psychrometric Constant sgd

g
skPa°Cd

= 0.665 · 10−3P s7d

whereP=atmospheric pressure~kPa!, which is obtained from

P
skPad

= 101.3F293 − 0.0065z

293
G5.76

s8d

wherez=elevation of the site above mean sea level~m!.

Net Radiation at Crop Surface sRnd
According to the principle of radiation balance,

Rn
fMJ/sm2 daydg

= Rns− Rnl s9d

where Rns=net short-wave solar radiationfMJ/sm2 daydg and
Rnl=net long-wave radiationfMJ/sm2 daydg. Procedures to calc
late Rns vary depending on the type of radiation measurem
made at the location. In this paper, we concentrate on comp
Rns by using measurements of actual sunshine hourssnd. Accord-
ingly, the relevant procedure considers the incident and refl
components of incoming short-wave solar radiationsRsd. Net
short-wave solar radiation is calculated as

Rns
fMJ/sm2 daydg

= s1 − adRs s10d

where a=albedo or canopy reflection coefficient. FAO-56 s
gests that for a hypothetical grass reference crop,

a = 0.23 s11d

Incoming solar radiationfMJ/sm2 daydg is calculated as

RS
fMJ/sm2 daydg

= S0.25 + 0.5
n

N
DRa s12d

whereRa=extraterrestrial solar radiation at the top of the at
spherefMJ/sm2 daydg; n=actual duration of sunshine~hours!;
andN=maximum possible duration of sunshine~hours!. N is de-
pendent on time of year and latitude and may be obtained a

N
shoursd

=
24

p
vs s13d

wherevs is sunset-hour angle~radians! and is computed as

vs
sradd

= arccoss− tanw tandd s14d

and f=latitude of the place~radians!; and d=solar declination
~radians!, which, for any day number of the yearsJd may be

calculated as,
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sradd

= 0.409 sinS2pJ

365
− 1.39D s15d

Extraterrestrial solar radiationsRad is also related to time of ye
~J andd! and latitudesfd through the relationship

Ra
fMJ/sm2 daydg

=
24s60d

p
Gscdrfvs sinw sind + cosw cosd sinvsg

s16d

whereGsc=solar constantf=0.0820 MJ/sm2 mindg; anddr, the in-
verse relative distance from Earth to Sun may be obtained

dr = 1 + 0.033 cosS2pJ

365
D s17d

Net long-wave solar radiationsRnld in Eq. ~9! is computed as

Rnl
fMJ/sm2 daydg

= sSTmaxk
4 + Tmin k

4

2
Ds0.34 − 0.14ÎeadS1.35

Rs

Rso
− 0.35D

s18d

where s=Stephan–Boltzmann constantf=4.903·10−9 MJ/
sK4 m2 daydg; Tmaxk=maximum temperature in ~K!;
Tmin k=minimum temperature~K!; and clear-sky short-wav
radiationsRsod may be calculated using

Rso
fMJ/sm2 daydg

= s0.75+ 2 · 10−5zdRa s19d

Wind Speed at 2.0 m above Ground Surfacesu2d
The FAO-56 procedure uses wind speedsu2d measured at 2 m
above the ground surface and suggests the following equat
convert wind speedsuzd measured at any other heightszwd into
equivalentu2 values:

u2
sm/sd

= uz

4.87

lnf67.8zw − 5.42g
s20d

Soil Heat Flux Density sGd
According to FAO-56, soil heat fluxsGd needs to be calculat
only whenETo is computed by using mean monthly climatolo
cal records. The recommended equation forG is

Gmonth,i
fMJ/sm2 daydg

= 0.14sTmonth.i − Tmonth,i−1d s21d

where Tmonth,i =mean air temperature for monthi and Tmonth,i−1

=mean air temperature for monthi −1.

Day Number sJd
For monthly calculations,J at the middle of the month is found
give satisfactory results and is calculated by

J = INTEGERs30.4 ·J1 − 15d s22d

whereJ1 is the number of the monthsJ1=1,2, . . . ,12d.
The algorithm implementing the use of Eqs.~2!–~22! for com-

putation ofETo of grass reference crop by Eq.~1! is summarize
in Box 11, Chapter 4, of Allen et al.~1998!. A computer program
that is based on this algorithm was developed in this stud
derive estimates of all parameters and PMETo using monthly
mean climatological data and other relevant inputs. The pro
was validated by using the numerical example given in Exa
17 ~Chapter 4, Page 5! of FAO-56 and reproduced exactly t

same results with respect to all parameters andETo estimates.
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Alternative Methods

Vast amounts of literature exists on methods to estimate ma
the parameters that appear in Eq.~1!. Since it would be nearl
impossible to include all available methods in our compara
analysis, we concentrated on the more recent and in some
the more widely cited works on the topic ofETo estimation. The
list of alternative methods for estimating parameters that ap
in this section of the paper is by no means complete or
exhaustive, yet enough alternatives are included to fulfill the
jectives of the study. Also, the equations are reproduced he
their original form; consequently, many of them possess units
are not consistent with the requirements of Eq.~1!. However, the
necessary conversion of units was performed before inclu
them in the comparative analysis.

Saturation Vapor Pressure (es)
A significant anomaly in computing saturation vapor pressu
the manner in which the saturation vapor pressure functio
applied to the input climatic data—air temperaturesTd. FAO-56
defines saturation vapor pressuresesd as the average ofeosTmaxd
and eosTmind @Eq. ~2!#. Among the three alternative methods
computing saturation vapor pressure considered in the pr
study, two methods apply the saturation vapor pressure fun
to the mean temperature as

es = eosT̄d s23d

Doorenbos and Pruitt~1977! provide a table showinges values for
various values ofT. Nandagiri~1993! found favorable compar
son between values tabulated in Doorenbos and Pruitt~1977! and
estimates obtained by using the following polynomial equa
suggested by Lowe~1977!:

eosT̄d
smbard

= k0 + T̄sk1 + T̄sk2 + T̄sk3 + T̄sk4 + T̄sk5 + k6T̄ddddd s24d

whereT̄=mean air temperature given by Eq.~6!;

k0 = 6.1077961; k1 = 4.436518521 · 10−1

k2 = 1.428945805 · 10−2; k3 = 2.650648471 · 10−4

k4 = 3.031240396 · 10−6; k5 = 2.034080948 · 10−8

and

k6 = 6.13682092910−11

On the basis of a comparison with four other equations

estimatinges from mean air temperatureT̄, Kotsopoulos and Ba
bajimopoulos~1997! recommended a new improved express
of the form

eosT̄d
smbard

= 6.1051 expS18.0788T̄ − 0.00254T̄2

248.57 +T̄
D s25d

Allen et al. ~1989! and Jensen et al.~1990!, however, recom
mended the following equation fores, in which saturation vapo
pressure is computed as the average ofeosTmaxd andeosTmind

eosT*d
skPad

= expF16.78T* − 117

T* + 237.3
G s26d
JOURNAL OF IRRIGATIO
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Actual Vapor Pressure sead
Actual vapor pressure is defined by Doorenbos and Pruitt~1977!
as

ea = es ·
RHmean

100
s27d

where mean relative humidity~%! is

RHmean=
sRHmax+ RHmind

2
s28d

The es in Eq. ~27! is to be obtained by combining Eq.~23! with
either Eqs.~24! or ~25!.

Slope of Vapor Pressure CurvesDd
An expression for the slope of the vapor pressure curve ma
obtained by differentiating Eq.~24! with respect toT to yield

D
smbar°C−1d

= k1 + T̄s2k2 + T̄s3k3 + T̄s4k4 + T̄s5k5 + 6k6T̄dddd

s29d

with coefficientsk1 to k6 being as defined in Eq.~24!.
Kotsopoulos and Babajimopoulos~1997! proposed

D
smbar°C−1d

= esF 4,650.79

sT̄ + 248.7d2
− 0.00254G s30d

whereas Allen et al.~1989! and Jensen et al.~1990! proposed

D
skPa°Cd

=

4,098 expF16.78T̄ − 117

T̄ + 237.3
G

sT̄ + 237.2d2
s31d

Psychrometric Constant sgd
Doorenbos and Pruitt~1977! recommended the following equ
tion for g:

g
smbar°C−1d

= 0.671f1 − 1.14 · 10−4z+ 5.37 · 10−9z2g s32d

Allen et al. ~1989! and Jensen et al.~1990! proposed an equatio
for g that is somewhat similar to that used in FAO-56:

g
skPa°Cd

=
CpP

«l
s33d

where Cp=specific heat of moist air at constant press
f=1.03·10−3 MJ/skg°Cdg; «=ratio of molecular weight of a
to water s=0.622d; and l=latent heat of vaporizatio

s=2.50−s2.361·10−3dT̄d.
However, atmospheric pressuresPd at elevationz ~m! is given

by

P
skPad

= P0FT0 − bsz− z0d
T0

Gg/saRd

s34d

where P0=atmospheric pressure at sea levels=101.3 kPad; T0

=absolute temperature at sea levels=288 Kd; z0=mean sea lev
~0.00!; b=constant adiabatic lapse rates=0.0065 K/md; g
=acceleration due to gravitys=9.8 m s−2d; and R=specific ga

constant for dry airs=286.9 J/kg Kd.
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Net Radiation sRnd
For the sake of clarity, the equations that are alternatives to
~9! for the computation ofRn are listed under subheadings co
sponding to the two components, net short-wave radiationsRnsd
and net long-wave radiationsRnld.

Net Short-Wave Radiation sRnsd. Net short-wave radiatio
Rns as given by Eq.~10! involves parametersa andRs. Doorenbos
and Pruitt~1977! recommended that for most green crops,

a = 0.25 s35d

Allen et al. ~1989! suggested that the value ofa for green plant
varies from 0.23 to 0.30. To investigate the effect of a hig
value ofa, the upper limit of this range was used in this stud

a = 0.30 s36d

AlthoughRs in general is defined by Eq.~12!, various method
other than that proposed by FAO-56 exist for computing the
rameters involved,N andRa. For instance, Kreider~1979!, while
using Eq.~13! for the calculation ofN, proposed the followin
equation to derive extraterrestrial solar radiationsRad.

Ra
smm/dayd

=
24

p
Iscdrfvs sinw sind + cosw cosd sinvsg s37d

in which Isc=solar constants2 mm/hrd andvs anddr are given by
Eqs.~14! and ~17!, respectively; but solar declinationd required
in its calculation is given by

d
sradd

= sins− 23.45°dcosF360s10.5 +Jd
365.25

G s38d

Allen et al.~1989! propose the use of Eqs.~13!, ~14!, and~16!
for N, vs, and Ra, respectively, but suggest a slightly differ
expression ford,

d
sradd

= 0.4093 sinF2ps284Jd
365

G s39d

Kotsopoulos and Babajimopoulos~1997!, however, departe
from conventional procedures and proposed new, simple ex
sions derived from nonlinear regression analysis. Their equa
for monthly values ofN andRa are as follows:

N
shoursd

= M + C1 cosS2pJ1

12
+ C2D s40d

whereM =12.073+0.00284·La; C1=0.0434·La+0.00075·La
2; and

C2=3.0376;

Ra
smm/dayd

= M1 + C3 cosS2pJ1

12
+ C4D + C5 cosS4pJ1

12
+ C6D

s41d

where M1=14.9425−0.0098La−0.00175La
2; C3=−0.5801

+0.1834La−0.00066La
2; C4=3.1365−0.00489La+0.000061La

2;
C5=0.597−5.36·10−6La

3; and C6=2.9588−0.00909La

+0.00024La
2, whereLa=latitude of the place in degrees andJ1

=month numbersJ1=1, . . . ,12d.

Net Long-Wave RadiationsRnld Doorenbos and Pruitt~1977!
recommended the following equation for computing net lo

wave radiationsRnld,
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Rnl
smm/dayd

= s1sT̄ + 273d4s0.34 − 0.044ÎealdS0.1 + 0.9
n

N
D s42d

where s1=Stephan–Boltzmann constantf=1.985·10−9 mm/
sday K4dg; and eal=actual vapor pressure~mbar! obtained from
Eqs.~23!, ~24!, and~27!.

Irmak et al.~2003b! while addressing the issue of net radia
calculations with limited data, proposed a direct equation foRn

as

Rn
fMJ/sm2 daydg

= s− 0.09Tmaxd + s0.203Tmind − s0.101RHmeand

+ s0.687Rsd + 3.97 s43d

where incoming solar radiationsRsd may be predicted by using

Rs
fMJ/sm2 daydg

= sKTdRasTDd0.5 s44d

whereRa is computed by Eq.~16! using parametersvs, d, anddr

defined by Eqs.~14!, ~15!, and~17!, respectively;

TD = Tmax− Tmin s45d

where TD=difference between maximum and minimum
temperature.

To account for proximity to a large body of water and ele
tion effects on the volumetric heat capacity of the atmosphere
coefficientKT for coastal regions is given by Irmak et al.~2003b!
as

Fig. 1. Observed monthly mean climatic variables averaged
20-year period

Fig. 2. Integrity checks for climate data set used:~a! RHmax; and~b!
RHmin
/ MAY/JUNE 2005
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KT = 0.2S P

P0
D0.5

s46d

whereP=mean monthly atmospheric pressure of the site give
Eq. ~8!; andP0 is mean monthly atmospheric pressure at sea
s=101.3 kPad.

Materials and Methods

Climate Data

Climate data pertaining to Panambur station~latitude 12°578 N,
longitude 74°538 E, altitude 114.0 m!, located in Dakshin
Kannada district, Karnataka State, India, was used in the pr
study. The station is one of more than 550 surface observa
operated and maintained by the India Meteorological Depart
~IMD !, Government of India. The district is flanked by the A
bian Sea on the west and on the east by the Western Ghats
tains, which are located an average distance of about 10
from the coastline. The climate of the region according to Th
thwaite’s classification, is humid tropical. The average an
rainfall of the district is about 4,100 mm, with the bulk~93%! of
the rain occurring during the months of June through Septe
because of the southwest monsoon phenomenon. The ent
gion is characterized by luxuriant growth of vegetation consis
mainly of deciduous trees, shrubs, mangroves, coconut and
nut palms, and patches of rain-fed paddy fields.

The climate station is equipped with mercury and alcohol t
mometers, a cup anemometer, a Campbell sunshine recorde
a wet-bulb thermometer. Records from a more recently inst
automatic hair hygrometer are used to validate relative hum
estimates made from wet-bulb depression. Climatological rec
for the period 1973–1992s20 yearsd were procured from IMD
and used in the present analysis. Data comprised daily valu
the following variables averaged over each calendar m
Tmax s°Cd, Tmin s°Cd, RHmax s%d, RHmin s%d, u2 skm/hd, and
n shoursd. The 24-h wind speed was recorded in km/h and
necessary correction was applied to convert it to m/s to con
to its application in Eq.~1!.

Table 2. Interdependence of Parameters

Parameter
changed Parameters influence

D D

g g

es,ea es,ea,Rnl,Rn

d d,Ra,N,Rns,Rnl,Rn

Ra Ra,Rns,Rnl,Rn

N N,Rs,Rns,Rnl,Rn

a a,Rns,Rn

Rso Rnl,Rn

Rnl Rnl,Rn

Table 4. Monthly Mean and Coefficients of Variation ofETo Estimated

Month January February March April May J

MeanETo

~mm/day!
4.79 5.11 5.33 5.70 5.46 3

Cv ~%! 4.43 3.51 3.35 3.45 8.85 12
Note: Coefficient of variationsCvd=standard deviation/mean.
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d

Fig. 1, plotted using monthly means averaged over the
yearperiod, depicts the typical intraannual variations of th
climate variables. Maximum and minimum air temperatu
both display very small variations over the year, and the
values of the daily temperature range are typical of trop
humid climates. Relative humidity, however, while remain
fairly constant over a day, displays considerable mon
variations. Extremely high humidity levelssclose to saturationd
are common on days during the monsoon season. Wind s
peak at the time of onset of monsoon rainssJuned, wherea
sunshine hours drop off from dry-season highss10 hd to ex-
tremely low valuess2 hd during the rainy season.

Although IMD carries out routine quality checks on data
fore supplying it, integrity checks were carried out on the
temperatures and relative humidity data used in this s

Monthly Tmax, Tmin, andT̄ values for individual years were co
pared with the long-term averages shown in Fig. 1~a! and did no
indicate any major deviations. Also, as Fig. 2 indicates,RHmax

values during the 20-year period are consistently greater
70%, andRHmin values are greater than 50%, variations tha
typical of a humid climate.

Methodology

As a first step, the computer program developed to calculat
ETo values as per FAO-56 procedures described by Eqs.~1!–~21!
was used to derive 240sN1=20312d monthly mean estimates
daily ETo. Estimates of all parameters of Eq.~1! and all interme
diate parameters required in their computation were extr
from this computer run. The results ofETo and parameter valu

Table 3. Details of RET Algorithms Used

Algorithm
number

Equation number

For
parameter

Defined by
FAO-56 Replaced by

RET 0 1 to 22 — —

RET 1 5 29 D

RET 2 5 30 D

RET 3 5 31 D

RET 4 7 32 g

RET 5 7,8 34,33 P,g

RET 6 3,2,4 24,23,27 eo,es,ea

RET 7 3,2,4 25,23,27 eo,es,ea

RET 8 3 26 eo

RET 9 15,16 38,37 d,Ra

RET 10 16,13 41,40 Ra,N

RET 11 16 39 d

RET 12 11,18 35,42 a,Rnl

RET 13 12,9 44,43 Rs,Rn

sing FAO-56 Procedures

July August September October November De

2.99 3.01 3.74 4.04 4.26 4.

15.01 10.60 7.46 5.46 8.94 5.
by U

une

.37

.39
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obtained for each month of the 20-year record using the FA
algorithm comprised our so-called reference against whic
other calculation procedures were compared.

Evaluating the sensitivity ofETo estimates obtained from E
~1! to changes in parameters is not straightforward because
interdependencies that exist among many of the parameter
instance, a change ines produces changes inea, ses−ead, Rnl, and
Rn. All such interdependencies that exist for the parameter
which alternative methods are being considered are listed in
2. This information formed the basis upon which alternative
ETo algorithms were formulated to meet the objectives of
study. Considering one parameter at a time, one altern
method for its computation was introduced while retaining
FAO-56 procedures for all other parameters. In this manne
different algorithms, in addition to the reference~FAO-56! algo-
rithm, were established for computing of PMETo estimates b
using Eq.~1!. Table 3 exhibits details of these algorithms~RET1
to RET13! indicating the changes introduced relative to
FAO-56 algorithm~RET0!. The climate data~described prev
ously! were used with each of these algorithms to yield outpu
PM ETo for each month of the 20-year period. Differences
tween monthlyETo estimates from each algorithm relative to
FAO-56 algorithm were quantified by using the following sta
tics:
• AMEAN is the mean absolute relative difference~%! given by

AMEAN= ssucs−ctu /ctd ·100d /N1, where ct denotes estimate
from FAO-56 algorithm;cs denotes estimates from the diff
ent algorithms; andN1=total numberof data points.

Table 5. Results of Statistical Comparisons between MonthlyETo Estim
Algorithm

Algorithm
AMEAN

~%!
MAXE

~%!

RET 1 0.009 0.405

RET 2 0.009 0.405

RET 3 0.003 0.287

RET 4 0.043 0.405

RET 5 0.016 0.358

RET 6 2.141 8.302

RET 7 2.138 8.302

RET 8 0.01 0.287

RET 9 0.335 0.717

RET 10 0.958 2

RET 11 0.03 0.405

RET 12 4.604 10.377

RET 13 7.745 28.118

Note: N1=240 for all cases; and all symbols are explained in notati

Fig. 3. Comparison of monthly FAO-56ETo estimates with thos
estimated:~a! using algorithm RET6; and~b! using algorithm RET7
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• MAXE is the maximum absolute relative difference~%! given
by MAXE=MAX fsucs−ctu /ctd ·100g.

• NE is the number of absolute relative differences greater
or equal to 2%.

• S and I are the slope and intercept, respectively, of linea
between estimated and reference values.

• R2 is the coefficient of determination of the linear fit.
These statistics were also used to evaluate differences in p
eter estimates.

Results and Discussion

Monthly means and coefficients of variation sCv
=standard deviation/meand of ETo obtained by using the FAO-5
algorithm ~RET0! with the 20-year climate data are shown

y Various Algorithms with Those Estimated by Using Reference FA

S I R2

0 0.9999 0.0005 1.0000

0 0.9999 0.0005 1.0000

0 1.0001 −0.0002 1.0000

0 0.9993 0.0047 1.0000

0 1.0001 −0.0013 1.0000

00 0.9545 0.0989 0.9966

99 0.9545 0.0988 0.9966

0 1.0004 −0.0010 1.0000

0 1.0007 −0.0065 0.9997

0 1.0021 0.0313 0.9997

0 0.9993 0.0030 1.0000

40 0.9331 0.0852 0.9966

02 0.9595 −0.0509 0.8866

Fig. 4. Comparison of FAO-56 parameter estimates with th
estimated by using algorithm RET6
ated b

NE

1

2

2

on list.
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Table 4.ETo varies from a low of 3.0 mm/day during the mo
soon months of July and August to a high of 5.7 mm/day du
the summer month of April. TheCv values indicate higher inte
annual variations during the monsoon months in comparison
other months.

Results of the statistical comparisons ofETo estimated b
using the RET0 algorithm and each of the other 13 algorit
~RET1 to RET13! are summarized in Table 5. It is apparent
algorithms RET1, RET2, RET3, RET4, RET5, RET8, RE
RET10, and RET11 produceETo estimates that are in close c
respondence to FAO-56 estimates, whereas the others yield
siderable differences, as indicated by values of MAXE ran
between 8 and 28%.

Table 6. Results of Statistical Comparisons between Parameters Es
6 and RET 7

Algorithm Parameter
AMEAN

~%!
MAX

~%

RET6 eo 0.016 0.0

es 2.467 7.6

ea 0.776 2.6

es−ea 7.188 17.

Rnl 0.841 2.8

Rn 0.187 0.8

RET7 eo 0.009 0.0

es 2.463 7.6

ea 0.767 2.6

es−ea 7.178 17.

Rnl 0.836 2.8

Rn 0.185 0.8

Fig. 5. Comparison of FAO-56 parameter estimates with th
estimated by using algorithm RET7
Note: All symbols are explained in notation list.
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Algorithms RET1, RET2, and RET3 involve alternative me
ods for parameterD; and from the performance statistics show
Table 5, it may be concluded that the equations forD suggeste
by Lowe ~1977!, Kotsopoulos and Babajimopoulos~1997!, and
Allen et al. ~1989! may be used instead of the FAO-5
recommended Eq.~5! without loss of much accuracy. As rega
algorithms RET4 and RET5, which involve changes in the
chrometric constantsgd, differences are no doubt small~Table 5!,
but we found that ET estimates are extremely sensitive to
parameter. The statistics shown in Table 5 for these two
rithms are a consequence of differences in the third decim
estimatedg values.

Algorithms RET6, RET7, and RET8 address the sensitivit
ETo estimates to changes in parameterses andea. Differences in
ETo can arise depending on the choice of equations foreo, es, and
ea. Also, these changes affectETo in a complex manner becau
of changes brought about in the radiation components~Table 2!.
The combined effect of the preceding sources of difference
ETo are shown in Table 5, from which it can be seen that
alternative equations foreo, es, andea suggested by Allen et a
~1989! ~RET8! are in close agreement with correspond
FAO-56 equations. However, the other two algorithms~RET6 and
RET7! yield some differences, as indicated by statistics show
Table 5 and the graphical comparisons shown in Fig. 3. I
effort to identify the likely causes for these differences inETo

estimates, we evaluated the differences in estimates of all p
eters that were affected by introducting alternative equations
cordingly, comparisons of parameter estimates for RET0 v
RET6 are shown in Fig. 4 and for RET0 versus RET7 in Fig
Statistical measures quantifying differences in parameter
mates are shown in Table 6 for both algorithms. From thes
sults, it is evident that alternative methods produce very a a
rate estimate ofeo, as indicated in Figs. 4~a! and 5~a!, but
discrepancies arise when these are converted into estimatees

by using Eq.~23!. Similar differences when usingTmax andTmin

instead ofT̄ in computinges have been noted by Howell a
Dusek ~1995!. Although these differences are compensated
large extent in the computation ofea by usingRHmean@Eq. ~27!#,
as seen in Figs. 4~c! and 5~c! and the statistics shown in Table
considerable differences persist in theses−ead parameter as ind

d by Using FAO-56 Algorithm and Those Estimated by Using Algor

Statistics

NE S I R2

0 1.0002 −0.0013 1.0000

126 0.9447 0.1113 0.9703

5 0.9886 0.0112 0.9967

240 0.8917 0.0255 0.9927

4 1.0043 0.0086 0.9997

0 0.9986 −0.0041 0.9999

0 1.0003 −0.0015 1.0000

126 0.9453 0.1095 0.9703

5 0.9888 0.0107 0.9967

240 0.8921 0.0253 0.9926

4 1.0043 0.0087 0.9997

0 0.9985 −0.0031 0.9999
timate

E
!

32

27

52

483

13

76

32

27

52

483

13

76
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cated in Figs. 4~d! and 5~d!. Using ea estimated by alternativ
equations in the FAO-56 expression forRnl in Eq. ~18! produces
negligible differences as indicated in Figs. 4~e! and 5~e!, which
are propagated into theRn term as indicated in Figs. 4~f! and 5~f!.
In view of these findings, we recommend that irrespectiv
which equation is used to computeeo, caution must be exercis
in using Eqs.~23! and ~27! instead of Eqs.~2! and ~4!, recom-
mended in FAO-56. To support this conclusion, we found tha
value of MAXE in ETo differences reduced to 0.3% when
alternative equations foreo were used with Eqs.~2! and ~4!.

The influence of alternative methods for computingRa was
assessed in algorithms RET9, RET10, and RET11. RET9
equations proposed by Kreider~1979! for Ra and d, which give
rise to AMEAN=0.33% and MAXE=0.72%~Table 5!. In com-
parison, algorithm RET10, which implements nonlinear reg
sion equations derived by Kotsopoulos and Babajimopo
~1997! for Ra andN, yields slightly larger differencessAMEAN
=0.96% ,MAXE=2.00%d. Algorithm RET11, which incorpo
rates an alternative expression ford proposed by Allen et a
~1989!, more or less conforms to the FAO-56 procedure and g
rise to small differences inETo estimates~Table 5!.

Algorithm RET12 uses recommendations made by Doore
and Pruitt~1977! for albedo for green cropssa=0.25d and their
expression forRnl in Eq. ~42!. Table 5 shows that using the
recommendations in place of FAO-56 procedures results in
siderably large differences inETo estimates. All 240 estimates
ETo produce relative differencesù2%, with AMEAN being 4.6%
and MAXE being as high as 10.4%. Fig. 6 shows a graph
comparison ofETo estimates obtained by using RET12 and
RET0 algorithms; Fig. 7 compares the differences in the affe
parametersRns, Rnl, and Rn; and Table 7 quantifies these diff
ences in terms of statistics. The results of this algorithm, in
ticular, highlight the magnitude of differences likely to be
countered by an unwary user who uses the PM model of FAO

Table 7. Results of Statistical Comparisons between Parameters
RET12 and RET13

Algorithm Parameter
AMEAN

~%!
MAX

~%

RET12 Rns 2.594 2.

Rnl 1.550 3.

Rn 3.521 4.

RET13 Rs 12.601 65.

Rn 10.259 34.

Fig. 6. Comparison of monthly FAO-56ETo estimates with thos
estimated by using algorithm RET12
Note: All symbols are explained in notation list.
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given in Eq. ~1! but computes the parameters according to
previous version of the FAO methodology~Doorenbos and Pru
1977!.

The last algorithm evaluated in this study, RET13, implem
a simplified procedure developed by Irmak et al.~2003b! to pre-
dict Rn as indicated in Eqs.~43! and ~46!, in situations in which
measured values ofRs are unavailable. From Table 5 and Fig. 8
can be seen that this algorithm yieldsETo values that deviate th
most from the FAO-56 algorithm, with MAXE going up
28.1%. Although Irmak et al.~2003b! proposed their procedu
for computations of dailyRn, these equations have been u
herein to estimate monthly meanRn. To investigate whether usin
monthly meanRn instead of dailyRn could have been the cause

ated by Using FAO-56 Algorithm and Those Estimated by Using

Statistics

NE S I R2

240 0.9741 0.0000 1.0000

68 1.0048 0.0250 0.9997

240 0.9611 0.0424 0.9997

218 0.3538 12.3128 0.5438

213 0.7108 2.6301 0.5980

Fig. 7. Comparison of FAO-56 parameter estimates with th
estimated by using algorithm RET12
Estim

E
!

685

584

643

672

895
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large differences encountered inETo predictions, monthly mea
Rs andRn values estimated by their equations were plotted ag
those estimated by FAO-56 procedures in Eqs.~9!–~19! with the
Panambur climate data. The comparison forRn is shown in Fig
9~b!, and the linear fit gave values of slopesSd=0.7108, intercep
sId=2.6301, and coefficient of determinationsR2d=0.598. Irmak
et al.~2003b! carried out similar statistical comparisons at sev
locations but with daily estimates ofRn; and they reportS values
in the range 0.680–0.833,I values between 1.645 and 2.989,
R2 values of 0.68 to 0.86. Since our monthly comparison yi
coefficients within these ranges, one may conclude that u
their equations for monthly calculations is not the cause of l
differences inETo. However, it is extremely interesting to no
that Irmak et al.~2003b! found Eqs.~43!–~45! to yield bette
comparisons with measured values ofRn than the FAO-56 equa
tions in several climates across the United States. Findings
as these underline the need for reexamining some of the FA
procedures on the basis of direct measurements of the para
in various climatic conditions.

Summary and Conclusions

FAO-56 recommends the sole use of the Penman–Monteith
tion for estimating reference crop evapotranspiration, which
key variable in modeling evapotranspiration flux from crop
land surfaces. Using the PM equation involves converting i
climatological and location data into a number of parameters
appear in the equation. The exact procedures for estimating
parameters are described by FAO-56. However, the literatur
fers several alternative equations for computing these param
resulting in the possibility of users adopting the FAO-56
equation but computing the parameters with alternative~nonrec-
ommended! equations. In this study, an evaluation of the dif
ences that could arise in such situations has been carrie

Fig. 8. Comparison of monthly FAO-56ETo estimates with thos
estimated by using algorithm RET13

Fig. 9. Comparison of FAO-56 parameter estimates with th
estimated by using algorithm RET13
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,

.

While assuming FAO-56ETo estimates as the reference, alte
tive equations for a number of parameters are introduced, an
resulting differences in estimatedETo have been quantified. T
analysis was carried out by using historical~1973–1992! monthly
climate data of a humid tropical location in Karnataka S
India. Statistical comparison of monthlyETo estimatessN=240d
obtained by FAO-56 recommended procedures with those
tained by introducing alternative equations for one paramete
time was carried out. Overall results indicated that although s
of the alternative parameter estimation methods yieldedETo esti-
mates in close agreement with FAO-56 estimates, others gav
to considerable differences, with the maximum absolute rel
difference varying between 2 and 28%. Significant differe
were particularly associated with estimation procedures fo
vapor pressure deficit parameterses−ead and the parameters i
volved in computing net radiationsRnd.

While accepting the fact that our results are representati
particular to the climate data set used and in general to h
climates, we reiterate the need for similar evaluations in o
climates. Also, the magnitude of differences inETo estimate
could be different for time steps other than the monthly step
in this analysis. Given the widespread use of FAO-56 proced
our study highlights the need for strict adherence to standar
procedures of parameter estimation, thereby preventing am
ous results from being obtained with the PM equation.
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Notation

The following symbols are used in this paper:
AMEAN 5 mean absolute relative difference~%!;

Cp 5 specific heat of moist air at constant pressure
f=1.03·10−3 MJ/skg°Cdg;

Cv 5 coefficient of variation~standard deviation/mean!;
dr 5 inverse relative distance between Earth and Su

ETo 5 reference crop ET~mm/day!;
eosT*d 5 saturation vapor pressure at air temperature

T* skPad;
eosT̄d 5 saturation vapor pressure at air temperature

T̄ smbard;
ea 5 actual vapor pressure~kPa!;
eal 5 actual vapor pressure~mb!;
es 5 saturation vapor pressure~kPa!;
G 5 soil heat flux densityfMJ/sm2 daydg;

Gmonth,i 5 soil heat flux density for monthi, fMJ/sm2 daydg;
Gsc 5 solar constantf=0.0820 MJ/sm2 mindg;

g 5 acceleration due to gravitys=9.8 m/s2d;
I 5 intercept of linear fit between estimated and
reference values;
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Isc 5 solar constants2 mm/hrd;
J 5 day number of the year;

J1 5 month number;
KT 5 coefficient to account for effects of proximity to

large body of water and elevation on volumetric
heat capacity of atmosphere;

La 5 latitude ~degrees!;
MAXE 5 maximum absolute relative difference~%!;

N 5 maximum possible duration of sunshine~hours!;
NE 5 number of absolute relative differencesù2%;
N1 5 number of data;
n 5 actual duration of sunshine~hours!;
P 5 atmospheric pressure~kPa!;

P0 5 atmospheric pressure at sea level~5101.3
kPad;

R 5 specific gas constant for dry air@5286.9
J/skg Kdg;

R2 5 coefficient of determination of the linear fit;
Ra 5 extraterrestrial solar radiation at the top of the

atmospherefMJ/sm2 daydg;
RHmax 5 maximum relative humidity~%!;

RHmean 5 mean relative humidity~%!;
RHmin 5 minimum relative humidity~%!;

Rn 5 net radiation at crop surfacefMJ/sm2 daydg;
Rnl 5 net long-wave radiationfMJ/sm2 daydg;
Rns 5 net short-wave solar radiationfMJ/sm2 daydg;
Rs 5 solar or short-wave radiationfMJ/sm2 daydg;

Rs0 5 clear-sky short-wave radiationfMJ/sm2 daydg;
S 5 slope of linear fit between estimated and

reference values;
TD 5 difference between maximum and minimum air

temperature;
Tdew 5 dew-point temperature~°C!;
Tmax 5 maximum air temperature~°C!;

Tmaxk 5 maximum temperature~K!;
Tmin 5 minimum air temperature~°C!;

Tmin k 5 minimum temperature~K!;
Tmonth,i 5 mean air temperature for monthi;

Tmonth,i−1 5 mean air temperature for monthi −1;
T0 5 absolute temperature at sea levels=288 Kd;
T* 5 eitherTmax or Tmin;

T̄ 5 mean air temperature at 2 m height~°C!;
u2 5 wind speed at 2 m height~m/s!;

vpd 5 vapor pressure deficit~vpd! ~kPa!;
z 5 elevation of site above mean sea level~m!;

z0 5 mean sea level~0.00!;
zw 5 height of wind measurement~m!;
a 5 albedo or canopy reflection coefficient;
b 5 constant adiabatic lapse rates=0.0065 K/md;
g 5 psychrometric constant~kPa/°C!;
D 5 slope of vapor pressure versus temperature cu

at temperatureT sk Pa/ °Cd;
d 5 solar declination~radians!;
« 5 ratio of molecular weight of air to water

s=0.622d;
l 5 latent heat of vaporization

s=2.50−s2.361·10−3dT̄d;
s 5 Stephan–Boltzmann constant

f=4.903·10−9 MJ/sK4 m2 daydg;
s1 5 Stephan–Boltzmann constant

f=1.985·10−9 mm/sday K4dg;
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f 5 latitude of the place~radians!; and
vs 5 sunset-hour angle~radians!.
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