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Sensitivity of the Food and Agriculture Organization
Penman—Monteith Evapotranspiration Estimates to
Alternative Procedures for Estimation of Parameters

Lakshman Nandagiri* and Gicy M. Kovoor?

Abstract: Reference crop evapotranspiraticil,) is a key variable in procedures established for estimating evapotranspiration rates of
agricultural crops. As per internationally accepted procedures outlined in the United Nations Food and Agriculture Organization’s
Irrigation and Drainage Paper No. 56FAO-56), using the Penman—MonteitPM) combination equation is the recommended approach

to computingET, from ground-based climatological observations. Applying of the PM equation requires converting input climate and site
data into a number of parameters, and FAO-56 recommends exact procedures for estimating these parameters. However, a plethora
alternative procedures for estimating parameters exist in literature. As a consequence, it is likely that ambiguous results may be obtaine
from the FAO-56 PM equation because of the adoption of such alterna@mregecommendedsupporting equations. The purpose of the
present study is to evaluate differences that could arise in FAGTg@stimates if nonrecommended equations are used to compute the
parameters. Using historical climate records from 1973 to 1992 of a station located in the humid tropical region of Karnataka State, India
monthly ET, estimates computed by FAO-56 recommended procedures were statistically compared with those obtained by introducing
alternative procedures for estimating parameters. In all, 13 alternative algorithia$,festimation were formulated, involving modified
procedures for parameters associated with weighting factors, net radiation, and vapor-pressure-deficit terms of the PM equation. For tt
240-month period considered, nine of these algorithms yiekigdestimates that were in close correspondence with FAO-56 estimates

as indicated by mean absolute relative differe@&&IEAN) values within 1% and maximum absolute relative differe@dAXE) values

within 2%. The remaining four algorithms, involving nonrecommended procedures for the vapor-pressure-deficit and net-radiation pa-
rameters, yielded considerably differdfit, estimates, giving rise to AMEAN values in the range of 2 to 8% and MAXE values ranging
between 8 and 28%. The results of this study highlight the need for strict adherence to recommended procedures, especially for estimatir
of vapor-pressure-deficit and net-radiation parameters if consistent results are to be obtained by the FAO-56 approach.

DOI: 10.1061(ASCE)0733-94372009131:3239

CE Database subject headings: Evapotranspiration; Algorithms; Climatic data; Parameters; Gas pressure;. Crops

Introduction radiation-based, and combination-type—have been proposed for
ET, computations. Innumerable studies have evaluated the perfor-

Estimates of evapotranspirati¢BT) flux occurring from cropped ~ Mances of these equations under different climatological condi-
land surfaces are essential in studies relating to hydrology, cli- ions, with Katul et al(1999, Amatya et al(1995, Khandelwal
mate, and agricultural water management. The procedure for est &l-(1999, and Mall and Gupt&2002 being a few of the more
timating of ET rates from agricultural crops is well established. '"€Cent ones. Most of such comparative studies have indicated the
As a first step, it involves computing reference crop evapotrans- supe_rlorlty of combmatlon-typETO_equat|ons. _In parncular, _the
piration (ET,) by using regularly recorded climatological data. physically-based Penman—MpnteltﬁM) comblnathn equation
Several equations—broadly classified as temperature-basedh"?IS proved to be the best estimatolE, across a wide range of
tlimates(Jensen et al. 1990
On the basis of such findings, the recent version of the inter-
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zation (FAO) methodology for estimating crop water require- in ET, arising out of alternative choices of parameter computation
ments(Allen et al. 1998, recommends the sole use of the PM methods. A noteworthy exception is the study of Sadler and Evans
equation forET, computations. In contrast, the previous version (1989, but they confined themselves to comparing only 15 dif-

of the FAO methodologyDoorenbos and Pruitt 197,7offered a ferent methods of computing the saturation vapor deficit param-

choice of five equations for computirtgT,, eter (e;—e,) in a combination-typeET, equation and reported
According to Allen et al(1998 (called FAO-56 in this pap&r differences of —80 to +100% IiBT, estimates across a wide range
the recommended form of the PM equation is of environments. Similarly, Howell and Dusgl995 investi-

gated the accuracy of five different methods of computing the
saturation vapor-pressure deficit parameter-e,) and docu-

0.408\(R, - G) +vy= Uy(es~€y) mented errors in excess of 25% between deficits measured in
ET. = T+273 (1) Texas and estimated deficits. However, they did not investigate
° A+vy(1+0.341,) the propagation of such errors inY, estimates.

. In the present study, a comprehensive evaluatioETf esti-
where ET,=reference crop ETmm/day, defined as the evapo-  mates that are based on Ej) was taken up with the objective of
transpiration from a hypothetical reference crop with an assumedeyajuating differences introduced by selecting alternative methods
crop height of 0.12 m, a fixed surface resistance of 70 s/m and ansgy computing a number of these parameters. The overall meth-

albedo of 0.23R,=net radiation at crop surfadé3/(m? day)]; odology adopted involved retaining the FAO-56 procedure as the
G=soil heat flux densityMJ/(m? day)]; T=mean air temperature  reference and documenting differences introduced g esti-

(°C) at 2 m height;u,=wind speed(m/s) at 2 m height;eg mates from Eq(1), by using alternative methods for estimating
=saturation vapor pressuflePa); e,=actual vapor pressuf&Pa); parameters. For the analysis reported in this paper, we used cli-

(e;—e,)=saturation vapor pressure defi¢ipd) (kPa; A=slope matological measurements made at a station located in the humid

of vapor pressure versus temperature curve at temperBiliea/ coastal district of Dakshina Kannada, Karnataka State, India. Eq.

°C); andy=psychrometric constartkPa/°Q. (1) can in principle be applied at time steps ranging from less than
The application of Eq(1) requires standard ground-based cli- hourly to monthly, but the monthly time step was adopted in this

matological observations of solar radiation or sunshine, air tem- analysis because of its importance in studies related to watershed

perature, humidity, and wind speed, as well as site details of lati- modeling and computing crop-irrigation water requirements.

tude and altitude. The structure of Ed) suggests that except for

wind speed and air temperature, none of the other inputs appear

explicitly in the computation oET,. Although air temperatur€r) Computation of Parameters
does appear in the second term of the numerator, other elements
of Eq. (1) also depend on temperature. In other words, using Ed. £40_56 Methods
(1) necessarily involves converting measured parameters into a
number of estimated parameters. Table 1 shows the relationshipg’he FAO-56-recommended equations for computing various pa-
among measured climate variables and estimated parameters olameters of Eq(1) are described in Annex 2 of Allen et 41998
Eg. (1). FAO-56 describes the exact procedures to be adopted tobut are reproduced here for the sake of completeness. In this
compute these parameters and presents numerical examples thatudy, we assume the reference crop to be green grass.
demonstrate the use of the recommended methods.

However, several other methods exist for computing the pa- Saturation Vapor Pressure (ey)
rameters of Eq(1). Given that some of these parameters are also An estimate of mean dailg is obtained as
used in otheET, equations, a number of methods for their com-
putation from climatological and site inputs are documented in €%(Trma + €(Trmin)
literature(e.g., Doorenbos and Pruitt 1977; Rosenberg et al. 1983; == 5
Sharma 1985; Allen et al. 1989; Jensen et al. 1990; Kotsopoulos
and Babajimopoulos 1997; Irmak et al. 2003b

It is important to note that the FAO-56 methodology repre-
sented by Eq(1) is actually an abbreviated form of a complete
algorithm comprising several specific supporting equations. How-
ever, not all references to the FAO-56 PM approach reproduce the )
entire algorithm(e.g., Shuttleworth 1992; Irmak et al. 2003a e(T') = 0.6108 ex% *17-27]- ] )
which may lead to a situation where a user adopts the FAO-56 (kPa) T +237.3
recommended form of the PM model in E@), but chooses to
use methods other than those recommended by FAO-56 to comin which T° (°C) may be eitherT, ., or Ty, and (T
pute the parameters. How sensitive &F, estimates to alterna-  =saturation vapor pressure at air temperafirékPa).
tive choices of parameter computation methods? In our opinion,
an answer to this question would prevent ambiguous applicationsActual Vapor Pressure (e,)
of Eq. (1) and thereby support the need for a consistent and stan-

= 2
(kPa 2 @

whereT,,.« and T, are maximum and minimum air temperatures
(°C), respectively; and saturation vapor pressuiieBa corre-
sponding to them are obtained from

dardized procedure foET, estimation using the FAO-56 PM RH RH...
model. [e"(Tmm)ﬁélx + e°(Tmax)%]

The ASCE Task Committee on Standardization of Reference e = (4)
ET (Allen et al. 2000 has recognized, among several other im- (kPa 2

portant issues, the need for standardized calculation of param-
eters. However, few earlier studies seem to have analyzed thewhere RH,,, and RH,,;, are maximum and minimum values, re-
issue in detail and provided quantitative estimates of differences spectively, of relative humidity%o).
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Slope of Vapor Pressure Curve(A)

17.2m
4,098[ 0.6108 ex( _—3) ]
T+ 237.

A = = )
(kPa/"Q (T+237.32

whereT=mean air temperature defined as

Tma><+ Tmin

I ©

Psychrometric Constant(y)

vy =0.665- 10°P 7
(kPa°Q

where P=atmospheric pressuf&Pa), which is obtained from
293 -0.006% |>7°

P =1013 ———— (8)

293

wherez=elevation of the site above mean sea leve).

Net Radiation at Crop Surface (R,)
According to the principle of radiation balance,

Rn = Rns_ RnI (9)
[MJI(m? day)]

where Rs=net short-wave solar radiatiofMJ/(m?day)] and
R, =net long-wave radiatioiMJ/(m? day)]. Procedures to calcu-

8 =0.409 sir{ﬁ -1 39) (15)
rad 365

Extraterrestrial solar radiatiofR,) is also related to time of year
(J andd) and latitude(¢) through the relationship

R, = 24(60)

[MJI/(m? day)] ™

G [ Sing sind + cose cosd sinwg]

(16)

whereGg=solar constant=0.0820 MJ(m? min)]; andd,, the in-
verse relative distance from Earth to Sun may be obtained from

2
d, =1+0.033cop—— 1
' CO%SGS) 0
Net long-wave solar radiatiofR,) in Eq. (9) is computed as

Tﬁnaxk"'Tﬁwink . Rs
Ry =o|\— > (0.34—0.14ea)<1.35€—0.35>

[MJ/(m? day)]

(18)
where o=Stephan-Boltzmann constanf=4.903-10° MJ/
(K*m?day)];  Tpaxk=maximum  temperature in (K);

Trink=minimum temperature(K); and clear-sky short-wave
radiation(R,,) may be calculated using

R, =(0.75+2-10%)R, (19
[MJI/(m? day)]

Wind Speed at 2.0 m above Ground Surfacéu,)

late R, vary depending on the type of radiation measurements The FAO-56 procedure uses wind spefeg) measured at 2 m
made at the location. In this paper, we concentrate on computingabove the ground surface and suggests the following equation to

R.s by using measurements of actual sunshine h@ursAccord-

convert wind speedu,) measured at any other heigf#,) into

ingly, the relevant procedure considers the incident and reflected®auivalentu; values:

components of incoming short-wave solar radiatid®). Net
short-wave solar radiation is calculated as

Ris =(1-a)R (10
[MJ/(m? day)]
where a=albedo or canopy reflection coefficient. FAO-56 sug-
gests that for a hypothetical grass reference crop,

a=0.23 (11)

Incoming solar radiatioiMJ/(m? day)] is calculated as

Rs =<o.25+o.5r1)Ra (12
[MI(m? day)] N

where R,=extraterrestrial solar radiation at the top of the atmo-

sphere[MJ/(m? day)]; n=actual duration of sunshinéours;

andN=maximum possible duration of sunshiffeours. N is de-

pendent on time of year and latitude and may be obtained as

24
N =—oq (13
(hoursg v

wherew, is sunset-hour angleadian$ and is computed as

wg = arcco$- tane tand) (14
(rad)
and ¢ =latitude of the placdradians; and 8=solar declination
(radiang, which, for any day number of the ye#&d) may be
calculated as,

4.87

U =l 20
mp  °In[67.8, - 5.47] 20

Soil Heat Flux Density (G)

According to FAO-56, soil heat fluxG) needs to be calculated
only whenET, is computed by using mean monthly climatologi-
cal records. The recommended equationGois

G‘monthj = 0-1‘(Tmonthi - Tmonthj—l) (21)
[MJI/(m? day)]

where Tonmj=mean air temperature for monthand Tyonthi-1
=mean air temperature for monihk 1.

Day Number (J)
For monthly calculations] at the middle of the month is found to
give satisfactory results and is calculated by

J=INTEGER?30.4 :J, - 15 (22

whereJ; is the number of the montf;=1,2,...,12.

The algorithm implementing the use of E¢®)—22) for com-
putation of ET, of grass reference crop by E(.) is summarized
in Box 11, Chapter 4, of Allen et a(1998. A computer program
that is based on this algorithm was developed in this study to
derive estimates of all parameters and FNI, using monthly
mean climatological data and other relevant inputs. The program
was validated by using the numerical example given in Example
17 (Chapter 4, Page)5of FAO-56 and reproduced exactly the
same results with respect to all parameters Biiglestimates.

240 / JOURNAL OF IRRIGATION AND DRAINAGE ENGINEERING © ASCE / MAY/JUNE 2005

J. Irrig. Drain Eng., 2005, 131(3): 238-248



Downloaded from ascelibrary.org by "Nationa Institute of Technology, Karnataka' on 02/22/21. Copyright ASCE. For persona use only; all rights reserved.

Alternative Methods Actual Vapor Pressure (e,)

Vast amounts of literature exists on methods to estimate many ofACtuaI vapor pressure is defined by Doorenbos and R8T

the parameters that appear in Egf). Since it would be nearly
impossible to include all available methods in our comparative

analysis, we concentrated on the more recent and in some cases e,= . Rbmean (27
the more widely cited works on the topic BfT, estimation. The 100

list of alternative methods for estimating parameters that appearsyhere mean relative humidit§é) is

in this section of the paper is by no means complete or even

exhaustive, yet enough alternatives are included to fulfill the ob- (RHpay+ RHpin)

jectives of the study. Also, the equations are reproduced here in RHpean= (28

their original form; consequently, many of them possess units that 2
are not consistent with the requirements of Eq. However, the The e, in Eq. (27) is to be obtained by combining E(R3) with
necessary conversion of units was performed before including either Eqs.(24) or (25).
them in the comparative analysis.
Slope of Vapor Pressure Curve(A)
Saturation Vapor Pressure ) An expression for the slope of the vapor pressure curve may be
A significant anomaly in computing saturation vapor pressure is obtained by differentiating Eq24) with respect toT to yield
the manner in which the saturation vapor pressure function is

applied to the input climatic data—air temperat(if¢. FAO-56 A =ky + T(2k, + T(3kg + T(4k, + T(5ks + 6kT))))
defines saturation vapor pressueg) as the average (T4 (mbar°C’ly
and (T [EQ. (2)]. Among the three alternative methods for (29

computing saturation vapor pressure considered in the present
study, two methods apply the saturation vapor pressure functionwith coefficientsk; to ks being as defined in Eq24).

to the mean temperature as Kotsopoulos and Babajimopoul9$997) proposed
— 20T 4,650.79
es=e(T) (23) A =e| =———-0.00254 (30)
(mbar'Ch) (T +248.92

Doorenbos and Pruift977) provide a table showing, values for
various values ofl. Nandagiri(1993 found favorable compari- whereas Allen et al(1989 and Jensen et al1990 proposed
son between values tabulated in Doorenbos and Ri$ift7) and
estimates obtained by using the following polynomial equation [[16.78?— 117]
suggested by Low€l977): 4,098exp ———

A = T+237.3 3D
€M) =ko+ Tlky + Tl + Tl + Tlkiy + Tlks + keT))) (24) (kPa®Q (T+237.22
mbal
whereT=mean air temperature given by E6); Psychrometric Constant ()
Doorenbos and Pruitf1977 recommended the following equa-
ko=6.1077961; k,=4.436518521 - 18 tion for vy:
k,=1.428945805 - T6; k; = 2.650648471 - 10 et =0.6711-1.14-10'2+5.37-10°7] (32
mbar

_ ] _ Allen et al. (1989 and Jensen et a1990 proposed an equation
ky=3.031240396 - 16; ks =2.034080948 - 18 for y that is somewhat similar to that used in FAO-56:
and
C,P
= ==
ks = 6.1368209291G" o ex 33
On the basis of a comparison with four other equations for where C,=specific heat of moist air at constant pressure
estimatinge, from mean air temperatuf® Kotsopoulos and Ba-  [=1.03-10° MJ/(kg°C)]; e=ratio of molecular weight of air
bajimopoulos(1997 recommended a new improved expression to water (=0.622; and \=latent heat of vaporization
of the form (=2.50<2.361-10%T).
However, atmospheric pressuyife) at elevationz (m) is given

e"(?) =6.1051 ex

18.0789 - 0.002542 by
(25
(mba

248,57 +T

P =P
Allen et al. (1989 and Jensen et al1990, however, recom- s °

mended the following equation fa, in which saturation vapor
pressure is computed as the average®6f,,,,) ande’(T i)

[To‘ B(Z—Zo)]g’("R) 34

To

where Py=atmospheric pressure at sea levell01.3 kP& T,
=absolute temperature at sea le(=288 K); z,=mean sea level

16.787 — 117 (0.00; B=constant adiabatic lapse rate=0.0065K/m); ¢
e(T) :exp[}—] (26) =acceleration due to gravity=9.8 m s?); and R=specific gas
(kPa) T +237.3 constant for dry ai(=286.9 J/kg K.
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o

Net Radiation (R,)

For the sake of clarity, the equations that are alternatives to Eq. g% "*""v Z ®
1 I I W £
(9) for the computation oR, are listed under subheadings corre- 3 E N /\f\
sponding to the two components, net short-wave radiatig §2° /\"""’"\ g I
. g —ae—Tmax .
and net long-wave radiatiofR,). £ e, 2w = Riinean
10 + v v \ 50 r———y— —rr
Net Short-Wave Radiation (R,s). Net short-wave radiation 1234567891011 1234567891011
R.sas given by Eq(10) involves parameters andR,. Doorenbos Moxth Month
and Pruitt(1977 recommended that for most green crops, 2, @
12
1ni @ g 10
= 10 8
a=0.25 (35 §; ° Ei“
Allen et al. (1989 suggested that the value effor green plants E [} ; 18,
varies from 0.23 to 0.30. To investigate the effect of a higher % : “ 2
0
44

value ofa, the upper limit of this range was used in this study: T e e

Month

123456789101112

a=0.30 (36) Month

AlthoughR; in general is defined by E¢12), various methods Fig. 1. Observed monthly mean climatic variables averaged over
other than that proposed by FAO-56 exist for computing the pa- 20-year period
rameters involvedN andR,. For instance, Kreidef1979, while
using Eq.(13) for the calculation ofN, proposed the following
equation to derive extraterrestrial solar radiati&®y).

R, =o,(T+273%0.34-0. o44ea|)(o 1+0. 9—) (42

(mm/day

24
(mrff/day o —lsdilwssing sind + cose cosd sinwg]  (37) where ¢,=Stephan-Boltzmann constanf=1.985-10° mm/

] ) (day K%]; and e, =actual vapor pressurénbap obtained from
in whichls.=solar constant2 mm/hj andws andd; are givenby  gqg (23), (24), and(27).

Egs.(14) and(17), respectively; but solar declinatidnrequired Irmak et al.(2003h while addressing the issue of net radiation
in its calculation is given by calculations with limited data, proposed a direct equationFipr
as
360(10.5+J
8 =sin(-23.459co M] (38
(o9 365.25 R, =(-0.08q) +(0.203g) ~ (0.10RHycqy
MJ(m? d
Allen et al.(1989 propose the use of Eq&l3), (14), and(16) afm® ]
for N, o, and R,, respectively, but suggest a slightly different +(0.687Ry) +3.97 (43
expression foe, where incoming solar radiatiofR,) may be predicted by using
2m(284J — 0.5
5 =0.40935 {M] 39 R =(KTR,TD) (44
(rad 365 [MJ/(m? day)]

Kotsopoulos and Babajimopouldd997), however, departed ~ WhereR; is computed by Eq(16) using parametersg, 8, andd,
from conventional procedures and proposed new, simple expres-defined by Eqs(14), (15), and(17), respectively;
sions derived from nonlinear regression analysis. Their equations

for monthly values oN andR, are as follows: TD = Trmax™ Trmin (45)
- where TD=difference between maximum and minimum air
N =M+C, cos( L C2> (40) temperature. o
(hours 12 To account for proximity to a large body of water and eleva-
_ = 2. tion effects on the volumetric heat capacity of the atmosphere, the
\ghf ;e%;é.2.073+0.00284_a, €,=0.04341,+0.00075L; and coefficientKT for coastal regions is given by Irmak et &003h
279 ’

as

R, =M;+C cos(szl+C>+C co<ﬂ+c)
- R 1 3 12 4 5 12 6

(mm/day
(41) (b)RHn- )
28859 &
where  M;=14.9425-0.0098,-0.0017%2; C;=-0.5801 g :: Wﬂ%@g 35%
+0.1834 ,-0.000662%  C,=3.1365-0.00489,+0.0000612 g %0
C5=0.597-5.36-10L2; and Cs=2.9588-0.00909, 20
+0.00024§, where L =latitude of the place in degrees add o Ar- 0 O o Aore e 0! M -
=month numbe(J;=1,...,13. 73 7 19 82 36 89 92 m Ap‘ 32 36 o
Year Year

Net Long-Wave Radiation(R,) Doorenbos and Pruitl977
recommended the following equation for computing net long-

Fig. 2. Integrity checks for climate data set uséa): RH,,,; and(b)
wave radiationR), RHrin
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Table 2. Interdependence of Parameters Table 3. Details of RET Algorithms Used

Parameter Equation number
changed Parameters influenced
Algorithm Defined by For
A A number FAO-56 Replaced by parameters
Y Y
RET 0 1t022 — —
eS'ea esvea:RnlﬁRn
RET 1 5 29 A
d 8vRau’\IarsRnlan
RET 2 5 30 A
Ra RaansRnlan
RET 3 5 31 A
N NvRSarsRnern
o WRGR, RET 4 7 32 v
R, RyR, RET 5 7,8 34,33 P,y
Rn" R:"Rn RET 6 324 24,2327 e,
! b RET 7 32,4 25,23,27 el
RET 8 3 26 e
p\%5 RET 9 15,16 38,37 3,R,
KT=0. P (46) RET 10 16,13 41,40 RN
, o RET 11 16 39 ]
whereP=mean monthly atmospheric pressure of the site given by et 12 11.18 3542 WR,
Eq. (8); andP, is mean monthly atmospheric pressure at sea level ot ;o 129 44.43 Rs F\?n
(=101.3 kP& : : .

Materials and Methods
Fig. 1, plotted using monthly means averaged over the 20-

Climate Data yearperiod, depicts the typical intraannual variations of these
) o ) . climate variables. Maximum and minimum air temperatures
Climate data pertaining to Panambur statitatitude 12°57 N, both display very small variations over the year, and the low

longitude 74°53 E, altitude 114.01m located in Dakshina gjyes of the daily temperature range are typical of tropical
Kannada district, Karnataka State, India, was used in the present, ;mid climates. Relative humidity, however, while remaining

study. The station is one of more than 550 surface observatoriesr(,iirly constant over a day, displays considerable monthly
operated and maintained by the India Meteorological Department, .~ ions. Extremely high humidity levelslose to saturation

(IMD), Government of India. The district is flanked by the Ara- are common on days during the monsoon season. Wind speeds
bian Sea on the west and on the east by the Western Ghats mourbeak at the time of onset of monsoon raif@sing, whereas

]Ealns,tr:/vhlch Etllr.e Io_f_:ﬁtedllan tavir?hge distance Ofd"f‘bot’t 'I%r?o KMsunshine hours drop off from dry-season high h) to ex-
thwaite's classification, is humid tropical. The average annual UeMElY 10W valuesi2 ) during the rainy season.
. LT pical. 9 Although IMD carries out routine quality checks on data be-
rainfall of the district is about 4,100 mm, with the bul®3%) of L . . .
fore supplying it, integrity checks were carried out on the air

the rain occurring during the months of June through Septe.mbertemperatures and relative humidity data used in this study.
because of the southwest monsoon phenomenon. The entire re-

gion is characterized by luxuriant growth of vegetation consisting Monthly Tay, Trin, and T values for individual years were com-
mainly of deciduous trees, shrubs, mangroves, coconut and arecaPared with the long-term averages shown in Fi@) &nd did not
nut palms, and patches of rain-fed paddy fields. indicate any major deviations. Also, as Fig. 2 indicat@s},ax

The climate station is equipped with mercury and alcohol ther- Values during the 20-year period are consistently greater than
mometers, a cup anemometer, a Campbell sunshine recorder, and0%, andRH., values are greater than 50%, variations that are
a wet-bulb thermometer. Records from a more recently installed typical of a humid climate.
automatic hair hygrometer are used to validate relative humidity
estimates made from wet-bulb depression. Climatological records Methodology
for the period 1973-199220 year$ were procured from IMD
and used in the present analysis. Data comprised daily values ofAs a first step, the computer program developed to calculate PM
the following variables averaged over each calendar month: ET, values as per FAO-56 procedures described by Bgs(21)
Trax CC), Tin (°C), RHpax (%), RHyi, (%), U, (km/h), and was used to derive 24(N;=20x% 12) monthly mean estimates of
n (hourg. The 24-h wind speed was recorded in km/h and the daily ET,. Estimates of all parameters of Ed) and all interme-
necessary correction was applied to convert it to m/s to conform diate parameters required in their computation were extracted
to its application in Eq(2). from this computer run. The results BfT, and parameter values

Table 4. Monthly Mean and Coefficients of Variation &T, Estimated by Using FAO-56 Procedures

Month January February March  April May June July August  September  October November December
MeanET, 4.79 5.11 5.33 5.70 5.46 3.37 2.99 3.01 3.74 4.04 4.26 4.56
(mm/day

C, (%) 4.43 3.51 3.35 3.45 8.85 1239 15.01 10.60 7.46 5.46 8.94 5.86

Note: Coefficient of variatioiC,) =standard deviation/mean.
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Table 5. Results of Statistical Comparisons between Monffly, Estimated by Various Algorithms with Those Estimated by Using Reference FAO-56
Algorithm

AMEAN MAXE

Algorithm (%) (%) NE S I R

RET 1 0.009 0.405 0 0.9999 0.0005 1.0000
RET 2 0.009 0.405 0 0.9999 0.0005 1.0000
RET 3 0.003 0.287 0 1.0001 —0.0002 1.0000
RET 4 0.043 0.405 0 0.9993 0.0047 1.0000
RET 5 0.016 0.358 0 1.0001 -0.0013 1.0000
RET 6 2.141 8.302 100 0.9545 0.0989 0.9966
RET 7 2.138 8.302 99 0.9545 0.0988 0.9966
RET 8 0.01 0.287 0 1.0004 -0.0010 1.0000
RET 9 0.335 0.717 0 1.0007 -0.0065 0.9997
RET 10 0.958 2 0 1.0021 0.0313 0.9997
RET 11 0.03 0.405 0 0.9993 0.0030 1.0000
RET 12 4.604 10.377 240 0.9331 0.0852 0.9966
RET 13 7.745 28.118 202 0.9595 -0.0509 0.8866

Note: N; =240 for all cases; and all symbols are explained in notation list.

obtained for each month of the 20-year record using the FAO-56 « MAXE is the maximum absolute relative differen) given

algorithm comprised our so-called reference against which all by MAXE=MAX[(|cs—c]/c;)-100.

other calculation procedures were compared. ¢ NEis the number of absolute relative differences greater than
Evaluating the sensitivity oET, estimates obtained from Eq. or equal to 2%.

(1) to changes in parameters is not straightforward because of thee S and| are the slope and intercept, respectively, of linear fit

interdependencies that exist among many of the parameters. For between estimated and reference values.

instance, a change i produces changes m, (e,—-€,), R,, and « R?is the coefficient of determination of the linear fit.

R,. All such interdependencies that exist for the parameters for These statistics were also used to evaluate differences in param-

which alternative methods are being considered are listed in Tableeter estimates.

2. This information formed the basis upon which alternative PM

ET, algorithms were formulated to meet the objectives of this

study. Considering one parameter at a time, one alternativeResults and Discussion

method for its computation was introduced while retaining the

FAO-56 procedures for all other parameters. In this manner, 13 Monthly means and coefficients of variation (C,

different algorithms, in addition to the referen@@AO-56) algo- =standard deviation/meaof ET, obtained by using the FAO-56

rithm, were established for computing of PHEI, estimates by  algorithm (RETO with the 20-year climate data are shown in

using Eq.(1). Table 3 exhibits details of these algorithffRET1

to RET13 indicating the changes introduced relative to the

FAO-56 algorithm(RETOQ). The climate datadescribed previ-

- s i
ously) were used with each of these algorithms to yield output of 451 fifne PEIEER B 1:1 line
PM ET, for each month of the 20-year period. Differences be- g _ 3; 3 z 3;
tween monthlyET, estimates from each algorithm relative to the 2 ™3 g = 22
FAO-56 algorithm were quantified by using the following statis- & 2'3 - e
tics: 2 25 3 35 4 45 5 2 25 3 35 4 45 s
* AMEAN is the mean absolute relative differen@) given by FAQ-56 e* (kPa) FAO-56 ¢, (kPa)
AMEAN= ((Jcs—c/c) - 100/N,, wherec; denotes estimates .. _ ;.
from FAO-56 algorithmic, denotes estimates from the differ- . Ll Iitfine 3 as]?
ent algorithms; andN,=total numberof data points. § 5, P
g g, % 205
84 8 . ’ o 1 2 3 a4 30 o o5 1 15 2
7 { a)RET6 1:1 line - 74 b)RET7 1:1 line FAO-56 ¢, (kPa) FAO-56 (¢,-¢,) (kPa)
64 3¢
'ER g3 61 ¢ L:1 line 18 4 9 1:1 line
£,] B ¢ o £5 1]
5 3 E' 2 s ) H :’: 2
24 « E H 10
5 1 1 £ E 2 E E 8
o 0 HEr——————————— a= T o6
012345678 0ot 23 45 678 S 2 s s . 44651'01'21'41'151'3
FAO-56 ET, (mm d™) FAO-56 ET, (mm d™) FAO-56 R, (MJ m d) FAO-56 R, (MJ m d)

Fig. 3. Comparison of monthly FAO-5&T, estimates with those Fig. 4. Comparison of FAO-56 parameter estimates with those
estimatedi(a) using algorithm RET6; an¢b) using algorithm RET7 estimated by using algorithm RET6
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Fig. 5. Comparison of FAO-56 parameter estimates with those
estimated by using algorithm RET7

Table 4.ET, varies from a low of 3.0 mm/day during the mon-
soon months of July and August to a high of 5.7 mm/day during
the summer month of April. Th€, values indicate higher inter-

Algorithms RET1, RET2, and RET3 involve alternative meth-
ods for parameted; and from the performance statistics shown in
Table 5, it may be concluded that the equationsfosuggested
by Lowe (1977, Kotsopoulos and Babajimopoul@$997, and
Allen et al. (1989 may be used instead of the FAO-56-—
recommended Ed5) without loss of much accuracy. As regards
algorithms RET4 and RET5, which involve changes in the psy-
chrometric constarity), differences are no doubt sméllable 5,
but we found that ET estimates are extremely sensitive to this
parameter. The statistics shown in Table 5 for these two algo-
rithms are a consequence of differences in the third decimal of
estimatedy values.

Algorithms RET6, RET7, and RET8 address the sensitivity of
ET, estimates to changes in parameterande,. Differences in
ET, can arise depending on the choice of equationg¥oe,, and
e,. Also, these changes affeEfl, in a complex manner because
of changes brought about in the radiation componéFable 2.

The combined effect of the preceding sources of differences on
ET, are shown in Table 5, from which it can be seen that the
alternative equations fog°, e, ande, suggested by Allen et al.
(1989 (RETY are in close agreement with corresponding
FAO-56 equations. However, the other two algorithiRET6 and
RET?) yield some differences, as indicated by statistics shown in
Table 5 and the graphical comparisons shown in Fig. 3. In an
effort to identify the likely causes for these differenceskm,
estimates, we evaluated the differences in estimates of all param-
eters that were affected by introducting alternative equations. Ac-
cordingly, comparisons of parameter estimates for RETO versus
RET6 are shown in Fig. 4 and for RETO versus RET7 in Fig. 5.
Statistical measures quantifying differences in parameter esti-

annual variations during the monsoon months in comparison with mates are shown in Table 6 for both algorithms. From these re-

other months.
Results of the statistical comparisons Bf, estimated by

sults, it is evident that alternative methods produce very a accu-
rate estimate ofe°, as indicated in Figs. (4 and Fa), but

using the RETO algorithm and each of the other 13 algorithms discrepancies arise when these are converted into estimaggs of

(RET1 to RET13 are summarized in Table 5. It is apparent that
algorithms RET1, RET2, RET3, RET4, RET5, RET8, RET9,
RET10, and RET11 produdeT, estimates that are in close cor-

by using Eq.(23). Similar differences when usinGay and Ty,

instead of T in computinges have been noted by Howell and
Dusek (1995. Although these differences are compensated to a

respondence to FAO-56 estimates, whereas the others yield confarge extent in the computation ef by usingRH...[EQ. (27)],

siderable differences, as indicated by values of MAXE ranging
between 8 and 28%.

Table 6. Results of Statistical Comparisons between Parameters Estimated by Using FAO-56 Algorithm and Those Estimated by Using Algorithms RET

as seen in Figs.(4) and Fc) and the statistics shown in Table 6,
considerable differences persist in tfeg—e,) parameter as indi-

6 and RET 7
Statistics
AMEAN MAXE
Algorithm Parameter (%) (%) NE S I 73
RET6 e° 0.016 0.032 0 1.0002 -0.0013 1.0000
€ 2.467 7.627 126 0.9447 0.1113 0.9703
e, 0.776 2.652 5 0.9886 0.0112 0.9967
e—€, 7.188 17.483 240 0.8917 0.0255 0.9927
R 0.841 2.813 4 1.0043 0.0086 0.9997
R, 0.187 0.876 0 0.9986 -0.0041 0.9999
RET7 e° 0.009 0.032 0 1.0003 -0.0015 1.0000
e 2.463 7.627 126 0.9453 0.1095 0.9703
e, 0.767 2.652 5 0.9888 0.0107 0.9967
e—€y 7.178 17.483 240 0.8921 0.0253 0.9926
Rl 0.836 2.813 4 1.0043 0.0087 0.9997
R, 0.185 0.876 0 0.9985 -0.0031 0.9999

Note: All symbols are explained in notation list.
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Fig. 6. Comparison of monthly FAO-5&T, estimates with those 25 - '
estimated by using algorithm RET12 g R, I:L line
-':E 20 4
CRRER
cated in Figs. &) and Hd). Using e, estimated by alternative o 10
equations in the FAO-56 expression fgy, in Eq. (18) produces 3
negligible differences as indicated in Figge¥and Fe), which g 5}
are propagated into tH, term as indicated in Figs(# and 5f). 2 o . . . .
5 10 15 20

In view of these findings, we recommend that irrespective of 0
which equation is used to comput®& caution must be exercised

in using Egs.(23) and (27) instead of Eqs(2) and (4), recom-

mended in FAO-56. To support this conclusion, we found that the 18 4
value of MAXE in ET, differences reduced to 0.3% when the
alternative equations fa® were used with Eq92) and (4).

The influence of alternative methods for computiRg was
assessed in algorithms RET9, RET10, and RET11. RET9 uses
equations proposed by Kreid€t979 for R, and 8, which give
rise to AMEAN=0.33% and MAXE=0.72%Table 5. In com-

Estimated R, (MJ m? d)
=

FAO-56 R, (MJ m* d)

1:1 line

25

parison, algorithm RET10, which implements nonlinear regres-
sion equations derived by Kotsopoulos and Babajimopoulos
(1997 for R, andN, yields slightly larger differenceSAMEAN
=0.96% ,MAXE=2.00%. Algorithm RET11, which incorpo-
rates an alternative expression fdrproposed by Allen et al.

FAO-56 R, (MJ m* d)

Fig. 7. Comparison of FAO-56 parameter estimates with those
estimated by using algorithm RET12

(1989, more or less conforms to the FAO-56 procedure and gives
rise to small differences i&T, estimateqTable 5.

Algorithm RET12 uses recommendations made by Doorenbosgiven in Eg.(1) but computes the parameters according to the

and Pruitt(1977 for albedo for green crop&=0.25 and their
expression forR, in Eq. (42). Table 5 shows that using these 1977.
recommendations in place of FAO-56 procedures results in con-
siderably large differences BT, estimates. All 240 estimates of
ET, produce relative differences2%, with AMEAN being 4.6%

previous version of the FAO methodologpoorenbos and Pruitt

The last algorithm evaluated in this study, RET13, implements
a simplified procedure developed by Irmak et(@003h to pre-
dict R, as indicated in Eq943) and (46), in situations in which

and MAXE being as high as 10.4%. Fig. 6 shows a graphical measured values & are unavailable. From Table 5 and Fig. 8, it
comparison ofET, estimates obtained by using RET12 and the can be seen that this algorithm yield3, values that deviate the
RETO algorithms; Fig. 7 compares the differences in the affected most from the FAO-56 algorithm, with MAXE going up to

parameterf,, R,, andR,; and Table 7 quantifies these differ-

28.1%. Although Irmak et al(2003h proposed their procedure

ences in terms of statistics. The results of this algorithm, in par- for computations of dailyR,, these equations have been used

ticular, highlight the magnitude of differences likely to be en-

herein to estimate monthly me&. To investigate whether using

countered by an unwary user who uses the PM model of FAO-56, monthly mearRR, instead of dailyR, could have been the cause of

Table 7. Results of Statistical Comparisons between Parameters Estimated by Using FAO-56 Algorithm and Those Estimated by Using Algorithms

RET12 and RET13

Statistics
AMEAN MAXE

Algorithm Parameter (%) (%) NE S I R
RET12 Rns 2.594 2.685 240 0.9741 0.0000 1.0000

R 1.550 3.584 68 1.0048 0.0250 0.9997

R, 3.521 4.643 240 0.9611 0.0424 0.9997
RET13 Rs 12.601 65.672 218 0.3538 12.3128 0.5438

R, 10.259 34.895 213 0.7108 2.6301 0.5980

Note: All symbols are explained in notation list.
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1:1 lin While assuming FAO-5&T, estimates as the reference, alterna-
tive equations for a number of parameters are introduced, and the
resulting differences in estimatdsll, have been quantified. The
analysis was carried out by using histori€a®73—1992 monthly
climate data of a humid tropical location in Karnataka State,
India. Statistical comparison of monthiyT, estimategN=240
obtained by FAO-56 recommended procedures with those ob-
— — tained by introducing alternative equations for one parameter at a
123 4 5 6 7 8 time was carried out. Overall results indicated that although some
FAQ-56 ET, (mm d*) of the alternative parameter estimation methods yielH&gesti-
mates in close agreement with FAO-56 estimates, others gave rise
to considerable differences, with the maximum absolute relative
difference varying between 2 and 28%. Significant differences
were particularly associated with estimation procedures for the

large differences encountered BT, predictions, monthly mean  Vapor pressure deficit parametex-e,) and the parameters in-

R, andR, values estimated by their equations were plotted against volved in computing net radiatioR;).

those estimated by FAO-56 procedures in H§5-(19) with the While accepting the fact that our results are representative in

Panambur climate data. The Comparison mris shown in F|g particular to the climate data set used and in genel‘al to humid

9(b), and the linear fit gave values of slof®=0.7108, intercept  Climates, we reiterate the need for similar evaluations in other

(1'=2.6301, and coefficient of determinatiéR?)=0.598. Irmak climates. Also, the magnitude of differences BT, estimates

et al.(2003h carried out similar statistical comparisons at several could be different for time steps other than the monthly step used

locations but with daily estimates &;; and they reporBvalues in this analysis. Given the widespread use of FAO-56 procedures,

in the range 0.680—0.838values between 1.645 and 2.989, and our study highlights the need for strict adherence to standardized

R? values of 0.68 to 0.86. Since our monthly comparison yields Procedures of parameter estimation, thereby preventing ambigu-

coefficients within these ranges, one may conclude that using0Uus results from being obtained with the PM equation.

their equations for monthly calculations is not the cause of large

differences inET,. However, it is extremely interesting to note

that Irmak et al.(2003h found Egs.(43)—(45) to yield better

comparisons with measured valuesR)fthan the FAO-56 equa- ~ Acknowledgment

tions in several climates across the United States. Findings such
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FAO-56 recommends the sole use of the Penman—Monteith equa-

tion for estimating reference crop evapotranspiration, which is a

key variable in modeling evapotranspiration flux from cropped

land surfaces. Using the PM equation involves converting input

climatological and location data into a number of parameters that

appear in the equatior_L The exact procedures for estimating thesel-he following symbols are used in this paper:

parameters are described by FAO-56. However, the literature of- _ . . )

fers several alternative equations for computing these parameterszMEAN — mean _absolute rela_tlve _dlfferen(,%),

o o - C specific heat of moist air at constant pressure
result[ng in the posglblllty of users adopfung the FAO-SG PM P [=1.03-10° MJ/(kg°O)]:
equation but computing the parameters with alternagihnanrec- C. = coefficient of variatior(standard deviation/mean

ommendeg equations. In this study, an evaluation of the differ- . . - .
o 2 . d, = inverse relative distance between Earth and Sun;
ences that could arise in such situations has been carried out. )
ET, = reference crop ETmm/day;

e’(T") = saturation vapor pressure at air temperature
T (kP3);
€°(T) = saturation vapor pressure at air temperature
T (mbay;
e, = actual vapor pressur&Pa);
e, = actual vapor pressur@nb);
e, = saturation vapor pressufkPa);
G = soil heat flux densitfMJ/(m? day)];
Gmontj = Soil heat flux density for month [MJ/(m? day)];

hdnd

RET13 EX (mm d-)

C- I N S A Y - SRS -
P S 3

o

Fig. 8. Comparison of monthly FAO-5&T, estimates with those
estimated by using algorithm RET13

Notation

Estimated R, (MJ m? &)

Estimated R, (MJ m? d7)

0 H) 10 15 20 25 30

FAO-SE R, (Mm% FAO S6R, (MJ m* d7) G, = solar constanf=0.0820 MJ(m? min)7;
. . , , g = acceleration due to gravit=9.8 m/g);
Fig. 9. Comparison of FAO-56 parameter estimates with those | = intercept of linear fit between estimated and

estimated by using algorithm RET13 reference values:
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MAXE

RHmax
RHpean
RHmin
R,

RnI

Rns

Rs

Reo
S

TD

Tdew
Tmax
Tmaxk
Tmin

Tmin k
Tmonthj
Tmonthi—l

Do2me Ny

= solar constant2 mm/hp;

day number of the year;
month number;

= coefficient to account for effects of proximity to

large body of water and elevation on volumetric
heat capacity of atmosphere;

= latitude (degreek

maximum absolute relative differen¢e);
maximum possible duration of sunshiffeours;
number of absolute relative difference2%;
number of data;

actual duration of sunshingours;
atmospheric pressul&Pa);

atmospheric pressure at sea lefell01.3
kPa);

specific gas constant for dry dir=286.9
JI(kg K)];

coefficient of determination of the linear fit;
extraterrestrial solar radiation at the top of the
atmosphergMJ/(m? day)];

maximum relative humidity(%);

mean relative humidity%);

minimum relative humidity(%);

net radiation at crop surfag®J/(m? day)];
net long-wave radiatiohMJ/(m? day)];

net short-wave solar radiatigivid/(m? day)];
solar or short-wave radiatiofMJ/(m? day)];
clear-sky short-wave radiatigiMJ/(m? day)];
slope of linear fit between estimated and
reference values;

difference between maximum and minimum air
temperature;

dew-point temperatur€C);

maximum air temperatur¢C);

maximum temperaturé);

minimum air temperaturé€C);

minimum temperatur¢K);

mean air temperature for month

mean air temperature for montk 1;
absolute temperature at sea le(=288 K);
either Trax OF Tmin:

mean air temperature at 2 m heidh€);
wind speed at 2 m heighin/s);

vapor pressure deficivpd) (kPa);

elevation of site above mean sea letm);
mean sea level0.00);

height of wind measuremeiiin);

albedo or canopy reflection coefficient;
constant adiabatic lapse rate0.0065 K/m;
psychrometric constartkPa/°Q;

slope of vapor pressure versus temperature curve

at temperaturd (k Pa/°Q;

solar declinationradiang;

ratio of molecular weight of air to water
(=0.622;

latent heat of vaporization
(=2.50—<2.361-10-37);
Stephan—Boltzmann constant
[=4.903-10° MJ/(K*m? day)];
Stephan—Boltzmann constant
[=1.985-10° mm/(day K%];

¢ = latitude of the placdradiang; and
wgs = sunset-hour angléadians.
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