
DESIGN OF POWER AND
PERFORMANCE OPTIMAL 3D-NoC

ARCHITECTURES

Thesis

Submitted in partial fulfillment of the requirements for the degree of

DOCTOR OF PHILOSOPHY

by

Bheemappa Halavar
(148004 CS14F06)

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING

NATIONAL INSTITUTE OF TECHNOLOGY KARNATAKA,

SURATHKAL, MANGALORE - 575025

June 2020





DECLARATION

by the Ph.D. Research Scholar

I hereby declare that the Research Thesis entitled Design of Power and Per-

formance Optimal 3D-NoC Architectures which is being submitted to the Na-

tional Institute of Technology Karnataka, Surathkal in partial fulfilment of the

requirements for the award of the Degree of Doctor of Philosophy in Computer

Science and Engineering is a bonafide report of the research work carried

out by me. The material contained in this Research Thesis has not been submitted

to any University or Institution for the award of any degree.

(148004 CS14F06, Bheemappa Halavar )

Department of Computer Science and Engineering

Place: NITK, Surathkal.

Date: June 02, 2020





CERTIFICATE

This is to certify that the Research Thesis entitled Design of Power and

Performance Optimal 3D-NoC Architectures submitted by BHEEMAPPA

HALAVAR, (Register Number: 148004 CS14F06) as the record of the research

work carried out by him, is accepted as the Research Thesis submission in partial

fulfilment of the requirements for the award of degree of Doctor of Philosophy.

Dr. Basavaraj Talawar

Research Guide

Dr. Alwyn Roshan Pais

Chairman - DRPC





ACKNOWLEDGMENT

I would like to express my sincere gratitude to my research guide Dr. Basavaraj

Talawar, for his guidance, support and encouragement throughout my research work

at the Department of Computer Science and Engineering NITK, Surathkal.

I express heartfelt thanks to my Research Progress Assessment Committee (RPAC)

members Dr. Ramesh Kini M, Associate Professor, E and C department and Dr.

Mohit P. Tahiliani, Asst. Professor, Dept. of CSE, for their valuable suggestions and

constant encouragement to improve my research work.

I sincerely thank all teaching, technical and administrative staff of the Computer

Science and Engineering Department for their help during my research work. I also

want to take the opportunity to thank all my teachers throughout the years. There

are many whom I owe thanks.

I wish to express my love and gratitude to all my family members, especially my

father and my uncle Ganapati Halawar, EE HESCOM for their encouragements and

supports throughout all my studies from primary school to the current level.

Finally, I would like to express my gratitude to my friends for proofreading the

papers submitted to conferences, journals and also the thesis.

Place: Surathkal Bheemappa Halavar

Date: June 02, 2020



ABSTRACT

A highly structured and efficient on-chip communication network is required to achieve

high-performance and scalability in current Chip Multiprocessors (CMPs) and System-

on-Chips (SoCs). Network-on-Chip (NoC) has emerged as a reliable communication

framework in CMPs and SoCs. Many 2D NoC architectures have been proposed for

the efficient design of on-chip communication. 2D NoC architectures suffer from high

latency and high energy in read/write buffers, Virtual Channels, switch traversal,

links (wires) as the number of cores in SoC ad CMPs increase. 3-Dimensional Inte-

grated Chips (3D-ICs) serve emerging applications that demand tailored accelerators

for high performance and improved energy efficiency. The component redistribution in

3D ICs enables higher performance at competitive energy budgets by allowing greater

integration capabilities, while lowering the overall wire area, providing greater com-

munication bandwidth, high flexibility, throughput and lower overall communication

latencies.

Cycle accurate simulators model the functionality and behaviour of NoCs by con-

sidering microarchitectural parameters of the underlying components to estimate per-

formance, power and energy characteristics. Employing NoCs in 3D-ICs can further

improve performance, energy efficiency, and scalability characteristics of 3D SoCs

and CMPs. Minimal error in the estimation of energy and performance of NoC com-

ponents is crucial in architectural trade-off studies. Exploring design space in 3D

NoC can lead to highly energy efficient and reduced area interconnect architecture for

modern SoC. Accurate modeling of horizontal and vertical links by considering micro-

architectural and physical characteristics reduces the error in power and performance

estimation of 3D NoCs. Additionally, mapping the temperature distribution in a 3D

NoC reduces estimation error. Effective extraction of the heat between layers is a

significant challenge in 3D NoCs.
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In this thesis, power and performance trade-off in two, 2-layer 3D Butterfly Fat

Tree (BFT) variants are explored using a floorplan driven approach. The first 3D

BFT variant analyzed is a standard stacked BFT (3DBFT) derived from a 2D BFT

topology. A power-performance optimal 3D BFT (OP3DBFT) is evolved from the

standard 3DBFT using overall performance, link and TSV minimization, and power-

performance trade-offs. The 3D NoC modeling capabilities are extended in two

existing state-of-the-art simulators, viz., the 2D NoC Simulator - BookSim2.0 and

the thermal behaviour simulator - HotSpot6.0.The major extensions incorporated in

BookSim2.0 are: Through Silicon Via power and performance models, 3D topol-

ogy construction modules, 3D Mesh topology construction using variable X, Y, Z

radix, tailored routing modules for 3D NoCs. The major extensions incorporated

in HotSpot6.0 are: parameterized 2D router floorplan, 3D router floorplan including

Through Silicon Vias (TSVs), power and thermal distribution models of 2D and 3D

routers. Using the extended 3D modules, performance (average network latency), and

energy efficiency metrics (Joules per Flit, Energy-Delay Product) of variants of 2D

and 3D Mesh, and Butterfly Fat Tree (BFT) topologies have been evaluated under

synthetic traffic patterns. The thermal behaviour of 3D NoC architectures has been

analyzed for the ideal arrangement, as well as a proposed thermally aware design of

the router-TSV element. Accurate power estimation models of routers and TSVs were

used for the thermal evaluation of 3D NoCs.

The OP3DBFT with round-robin deflection routing delivers up to 44% higher per-

formance and consumes up to 23% lesser power compared to the 3DBFT. From the

energy perspective, OP3DBFT has an average 23% decrease in Flits-per-Joule, and

up to 46% improvement in Energy-Delay-Product when compared to the 3DBFT.

The 3DBFT and OP3DBFT have been synthesized on Xilinx Artix-7 FPGAs for re-

source comparison. OP3DBFT consumes 12% lesser area compared to 3DBFT. Using

extended models in a 4x4x4 3D NoC Mesh topology, it has been observed that the

total average link power consumed is lower than a 2D mesh by 13%. Additionally, the

average network latency in the 3D mesh topology is roughly 60%-82% lower than the

2D Mesh. 4-layer 3D Mesh with uniform traffic exhibits a performance improvement

of up to 2.3× compared to other Mesh variants. 4-layer 3D BFT with transpose traffic

shows an improvement in performance up to 1.3× over all other BFT variants. BFT
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with transpose traffic pattern has a 1.5× improvement in performance compared to

the uniform traffic pattern. 4-layer 3D Mesh has on-chip communication performance

up to 4.5×than 4-layer 3D BFT. The on-chip communication performance improved

up to 2.2× and 3.1× in 4-layer 3D Mesh in comparison to 2D Mesh with uniform

and transpose traffic patterns respectively. 3D Mesh variants have the lowest Energy

Delay Product (EDP) compared to 3D BFT variants as there is an 80% reduction in

link lengths and up to 3× more TSVs.

Keyword: 3D Network-on-chip (NoC), BFT topology, Mesh topology, Through-

silicon via (TSV), Design space exploration, performance analysis, Energy Delay Prod-

uct.
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Chapter 1

Introduction

.

The scope and direction of this thesis are indicated in this chapter. This chapter

begins with introducing the background and the classification of NoCs. A discussion

on the state-of-art simulators and compared with respect to the support of 3D NoC

architectures. Then, it gives an overview about state of our works on 3D NoC archi-

tectures and outlines the author’s contributions in the thesis. Finally the organization

of the rest of the thesis is given

1.1 Introduction

The interconnection network affects the performance of SoCs and Chip Multiproces-

sors significantly. High performance SoCs cannot rely on the traditional bus based

communication infrastructure due to high power consumption and performance bot-

tlenecks introduced by buses. NoCs have emerged as the reliable, high-performance,

energy efficient communication framework in SoCs and CMPs. Basic building blocks

of NoC are network topology, routers micro-architecture (switches), routing, flow con-

trol and links architecture. Network topology in NoCs determines physical layout and

how switches and nodes are connected. The functionalities of router are divided into

number of stages(Pande et al., 2005).

The time spent during NoC design cycle is reduced by using cycle accurate simula-

tors as early stage estimation. Using cycle accurate simulator power and performance

metrics like latency, power and energy can be estimated. Existing simulators have

explored various architectural and micro-architectural design parameters at routers
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level such as router pipeline depth, arbitration techniques, number and size of vir-

tual channels, number and size input/output buffers, bufferless implementations, and

switching techniques. At the network level, simulators allow restructuring of the NoC

topology, network partitions, node concentrations, redesigning and evaluation of rout-

ing algorithms, flow control mechanisms, deadlock detection and avoidance strategies,

adaptive and fault tolerance mechanisms. At the link level, the simulators enable de-

signers to evaluate wire width, wire delays, interfaces, deployment of express physical

links and serialization strategies.(Psathakis et al., 2015).

Fast and accurate approaches for analyzing critical metrics such as performance,

power consumption or system fault-tolerance are important to guide the design pro-

cess. The time spent during NoC design cycle is reduced by using cycle accurate

simulators as an early stage estimation. The state-of-the-art NoC simulators(Agarwal

et al., 2009; Jiang et al., 2013a; Tran and Baas, 2012), while having complete support

for 2D NoC architectures, do not support configurable, parameterized design and im-

plementation of 3D NoCs. Further, floorplan based designs of NoCs show links of

multiple lengths deployed in different levels of irregular, tree-based NoC topologies.

Table 2.1 compares the 2D and 3D NoC design space approaches of the state-of-art

simulators with this work. The NoC simulators can be compared based on their

coverage, configuration parameters and metrics measured. Most on-chip simulators

consider a static wire length or constant delay during communications. However, the

length and the delay of NoCs link vary according to the floorplan of the NoC.

The topology selection process is a significant NoC design decision as it influ-

ences key NoC attributes. The decision on the topology is relies on the application

bandwidth requirements, chip power and performance constraints, area budget and

resources available. Mesh topology is symmetric and has short wire lengths between

routers. Mesh topology symmetric nature and has short wire lengths between routers

hence its most widely used topology(Kumar et al., 2002). Butterfly Fat Tree (BFT)

is another topology which has less routers and links compare to Mesh topology.

Link latency plays a significant role in overall performance of NoC. Our experi-

ments on a 64 node 2D Mesh with uniform random traffic at the injection rate of 0.1

with default constant link latency show that, 15-20% of flit traversal time is spent

in the links of the NoC. However, the wire lengths estimated using floorplans of the
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topology have non-identical lengths. The wire delays depend on the R,C values of

the wire, which are in turn dependent on the length of the links (Section 4). Accu-

rate modeling of link delay is necessary in early stage design trade-off studies. The

link lengths on the chip depend on the area of the component. In order to estimate

the exact length of the link, it is essential to consider the physical dimension of the

components. Variable link lengths which have variable delays are a function of the

PE area and the topology of the NoC. The interconnect length, operating frequency,

and voltage must be considered to estimate the exact link delay.

(a) (b) (c)

Figure 1.1: (a) Mesh Topology. (b) BFT topology. (c) Floorplan of 2D Mesh
Topology. (d) Floorplan of 2D BFT topology.

Figure 1.1 (a) and (b) shows 64 node Mesh and BFT Topology NoC architectures.

In Mesh topology, each Processing Element(PE) is attached to local router which

intern connects the core of neighbouring nodes via interconnects. The BFT topology

connects 64 nodes using 28 routers. Link lengths are driven by the physical dimensions

of the components on the chip. The floorplan determines the physical placement of

PEs and routers physical dimensions. Floorplan influences the overall area and the

length of physical links. Figure 1.1 (c) show BFT Topology floorplan. Non-uniform

links are present in BFT topology floorplan. Mesh has shortest and uniform wire

lengths between routersFigure 1.1 (a) compared to BFT Topology.

Three-dimensional integrated circuits(3D ICs) are an attractive solution for scal-

able CMPs and SoCs with the potential to achieve high performance and low power

usage. 3D ICs distribute logic and memory in stacked layers and use Through Sil-

icon Vias (TSVs) as vertical interconnects(Kim et al., 2009). Through Silicon Vias
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(TSVs) provide a communication link for dies in the vertical direction to achieve 3D

integration TSV are made up of copper or tungsten and TSV are used for signal

communication and power delivery. The propagation delay depends on the dimen-

sions(length, radius and pitch) of TSVs. (Khalil et al., 2008) use an analytical model

of TSVs to get the TSVs delay, power and valid TSV configuration.

3D NoCs have lesser aggregate wire length resulting in improved communication

latency and power compared to their 2D counterparts (Pavlidis and Friedman, 2007).

It has been estimated that 3D architectures reduce wiring length by a factor of the

square root of the number of layers used (Joyner et al., 2001).

In 3D, links are divided into horizontal and vertical links again the delay of vertical

links depends on the type of vertical connection. Most of the simulators consist of

fixed delay component and supports only 2D NoC topology. There is a need of early-

stage accurate performance evaluation 3D NoC simulators considering accurate delay

and accurate physical dimensions. BFT topology has lower resource compared to

Mesh topology hence BFT topology is considered for the experiments.

The thermal effect in 3D NoCs has become a major concern because it increases

total power generated per area, thermal gradient across layers, if cooling is not ad-

equately provided(Swarup et al., 2012). State of the art 3D IC simulators (Sridhar

et al., 2014),(Huang et al., 2009) incorporate better thermal models for analysing the

thermal effect, but support for thermal analysis for 3D NoC architectures is lacking.

Table 2.1 compares the 2D and 3D NoC design space approaches of the state-of-art

simulators with this work. The NoC simulators can be compared based on their

coverage, configuration parameters and metrics measured. Most on-chip simulators

consider a static wire length or constant delay during communications. However, the

length and the delay of NoCs link vary according to the floorplan of the NoC.

Accurate modeling of link delay is necessary in early stage design trade-off studies.

The configuration parameters of current 2D NoC simulators do not allow such link

lengths with varying delays to be included in delay calculations. State of the-art NoC

simulator(Jiang et al., 2013a) model the link as a fixed delay component. There is a

need of early-stage accurate performance evaluation 3D NoC simulators considering

accurate delay and accurate physical dimensions. Support for detailed microarchitec-

tural parameters of TSVs for 3D NoCs is yet to be incorporated into cycle accurate
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simulators such as BookSim.

Incorporating delay and power models of TSVs and inclusion of varying delays in

horizontal links improve the accuracy of power and performance measurements of 3D

NoC simulators. Thermal effect in 3D-NoCs has become a major concern as it in-

creases total power generated per area, thermal gradient across layers, if cooling is not

adequately provided(Swarup et al., 2012). State of the art 3D IC simulators (Huang

et al., 2009; Sridhar et al., 2014) incorporate better thermal models for analysing

the thermal effect but the support for thermal analysis for 3D NoC architectures is

lacking.

Accurate simulation of 3D NoCs require incorporating power and performance

models of TSVs in existing 2D NoC simulators. Incorporating microarchitecture link

delay and TSV delay models will enable accurate performance evaluation 3D NoC

Topologies. The inter-layer communication is achieved using TSVs. Number of TSVs

impact on overall communication energy and performance. The challenge is to mini-

mize the number of TSVs used in the network while maintaining a low average network

latency with better overall thermal distribution. The temperature variations on the

physical layers can significantly impact the performance and reliability of the overall

NoC. Thus, it is necessary to conduct thermal impacts on 3D-NoC interconnect in

order to meet design needs.

1.2 Problem Statement and Objectives

There is a need of design space exploration of 3D-NoC architecture with considering

architectural parameters to reduce power and improve performance. To evaluate the

performance and thermal evaluation of 3D NoC architectures, a framework is needed.

Architectural and router microarchitectural design parameter exploration can lead

to optimized power performance, thermal and cost of 3D NoCs architecture. This

problem is further elaborated into the following objectives.

1.3 Objectives

1. Floorplan based 2D and 3D NoC architectural design space exploration of Mesh

topology and BFT topology.
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2. 3D NoC Modelling in BookSim and Hotspot for power performance and thermal

evaluation of 3D Mesh and BFT NoC architectures.

3. Design of a power and performance optimal 3D-NoC architecture with router

micro-architecture, routing and flow control mechanism, TSV placement.

1.4 Contributions

This thesis makes four contributions for developing framework for power performance

and thermal evaluation of 3D NoC architectures and design of power and performance

optimal 3D NoC architectures.

• Design space exploration of 3D NoCs using floorplan driven link lengths and link

delay estimation for accurate evaluation. Implemented a Variable radix Mesh

NoC topology generation mechanism in BookSim(uses unequal values for X, Y

and Z) has been implemented.

• Accurate latency and power estimation of TSVs in 3D NoC architecture by

incorporating the TSV models into 2D BookSim to support 3D NoC topology.

Analysed the power and performance of 2D and 3D Mesh topology. Thermal

behaviour evaluated in 3D NoC architectures by (a) adding configurable router-

TSVs elements into the core layer floorplan and (b) augmenting router and TSV

power and thermal model in HotSpot6.0.

• Designed the framework for power and performance and thermal evaluation of

3D NoC architectures using state-of-the-art TSV power and delay models by

incorporating into BookSim2.0 and HotSpot6.0 simulators.

• A low cost, performance optimal 3D BFT(OP3DBFT) is proposed as power-

performance optimal 3D NoC architecture. It is evolved from the standard

3DBFT using overall performance, link and TSV minimization, and power-

performance trade-offs. We propose a new OP3DBFT(Optimal Power and Per-

formance 3DBFT) architecture with round-robin deflection routing(RROD) as

power and performance optimal 2-layer 3D NoC architecture.
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1.5 Organization of the Thesis

1.6 Thesis Outline

The remaining part of the thesis are organized as follows:

• Chapter 2: Literature review : This chapter is structured into three sec-

tions. The first section provides a background in 2D NoC architecture details

and the second section highlights several works from current literature related to

the concepts 3D NoC power, performance evaluation. Finally, the third section

surveys related list simulators and functionalities for power, performance and

thermal simulation.

• Chapter 3: Floorplan based 2D and 3D NoC architectural design

space exploration of Mesh topology and BFT topology discusses the

design space exploration of floorplan based power performance evaluation of

3D variants of Mesh and BFT Networks-on-Chip architectures. The results are

presented with appropriate conclusions.

• Chapter 4: 3D NoC Modelling in BookSim and Hotspot for 3D

NoC power, performance and thermal evaluation: presents the 3D NoC

Modelling in BookSim and Hotspot for 3D NoC power, performance and thermal

evaluation.

• Chapter 5: Area, Power and Performance analysis of Optimal 3D

BFT NoC Architectur Presents the data serialisation and TSV minimiza-

tion technique in 3D NoC architecture. A novel, low cost, power-performance

optimal 3D BFT topology is proposed. The area, power and performance of

proposed 3D NoC results are presented at the end of the chapter.

• Chapter 6: Summary and conclusions: The contributions of this thesis,

along with some important conclusions, outlines of future research directions

have been summarized.
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Chapter 2

Literature Review

The context of this chapter includes three sections. The discussion in the first is

on introduction to the network on chip and performance evaluation metrics for 2D

NoCs. The second section introduces 3D NoC architecture details. The final section

introduces the NoC simulator basics and discusses the list of simulators available for

power and performance evaluation.

2.1 Network-on-chips

Network-on-Chips(NoC) have emerged as a highly structured and efficient on-chip

reliable communication framework in CMPs and SoCs to achieve high-performance

and scalability.

Figure 2.1: 4 x4 NoC Mesh topology. Each PE connects to a router. One router
connects to North, East, South and West neighbours using links.

NoC interconnects the Processing elements (PEs) with the routers and links in
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a scheme called topology. The basic building blocks of interconnection networks are

topology, routing, flow control, and router. Routing defines how packets have to route

from source to destination without congestion. Flow control helps to control resources

such as buffers and bandwidth during traffic flow. Figure 2.1 depicts 4 x 4 2D Mesh

NoC topology, where the PEs generate and consume data and routers are responsible

for forwarding data between the PEs. A router is composed of the set of input and

output ports, buffers to store the incoming flits, switching matrix connecting the input

port to output port and a designated local port to connect to its local PE (Dally and

Towles, 2001). The generic microarchitecture of the router is shown in Figure 2.2.

Figure 2.2: Generic Kinput, Koutput router microarchitecture. Each input port has n
Virtual Channels. Output port for data is chosen by the Router Logic. Switching
mechanism is implemented by SA and VC- Allocator block(Pande et al., 2005).

The data from PEs are divided into packets. The packets are again subdivided

into flow control units called flits. Flits are the units of packets on which flow control

policies are applied in an NoC. Flits transfer through the Route Computation (RC),

Virtual-Channel(VA), Switch Allocation(SA), Switch Traversal(ST) and Link Traver-

sal (LT) stages in the router pipeline. The output channel is identified for the head

flit in the RC stage. The VA allocates the VC for the head flit. SA finds the output

physical channel and transfers data is on output physical channel by ST, followed

10



by LT. The router pipeline has been extended using techniques, such as bypassing

(Psarras et al., 2016) to improve NoC performance(Dimitrakopoulos et al., 2015).

The evaluation methodology to compare the performance and characteristics of

2D NoC architectures, such as SPIN, Torus, Folded torus, Octagon, BFT has been

discussed in Pande et al. (2005). Balfour and Dally (2006) and Psathakis et al.

(2015) have conducted comprehensive studies on the internal elements of a router in

order to optimize the Energy-Throughput Ratio of NoC architectures. Most of the

state-of-the-art studies discuss the performance and area optimisation by considering

details of the micro architectural elements. As there is an increase in the cores,

the 2D plane has communication overhead due to interconnect length and the area

overhead(Pavlidis and Friedman, 2007). 3D IC technologies can be adopted to NoC

to avoid long interconnect, as it stacks multiple dies on a single chip. 3D NoC is the

result of NoC and 3D IC technologies to support scaling of cores(Qian et al., 2009).

2.2 3D Network on chips

Feero and Pande (2009) have extensively evaluated and analyzed the throughput, la-

tency, and energy dissipation performance in a variety of 3D NoC architectures. Grot

et al. (2009) have also made efforts in understanding how network topologies(such as

CMesh) scale with regard to cost, performance, and energy considering the advantages

and limitations afforded on a die. The thermal effect of TSVs on these architectures

is yet to be investigated. The work by Kumar et al. (2009) has explored the Con-

centrated mesh(CMesh) 3D NoC as a low-cost alternative to the naive 3D Mesh. It

efficiently shares on-chip network resources such as buffers and wire bandwidth. This

architecture has been considered as a part of the analysis to verify whether there is

an improvement in power consumption and thermal behaviour.

(Debora et al., 2015) have proposed 3D-HiCIT (Hierarchical Crossbar-based In-

terconnection Topology) NoC whose scalability and performance is compared with

other hierarchical topologies. 3D-HiCIT reduces the average latency up to 50% and

45% compared to the 3D-BFT and 3D-SPIN respectively.

In (Rahmani et al., 2011), to address the power and performance issue in 3D NoC

Bus Hybrid architecture, the authors have proposed an ultra-optimized hybridization
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scheme called LastZ, allowing optimized inter-layer communication. Area, power, and

performance improvements of 10% compared to 3D NoC-Bus Hybrid Mesh architec-

ture have been observed.

Based on 3D NoC partitioning, two different variants are generated, namely 3D

Stacked Mesh NoC and 3D Stacked Hexagonal NoC. The performance of these two

NoC topologies is analyzed by comparing them with the Stacked 2D Mesh and 3D

Mesh NoC. Due to the significance of the wire delay effect of 3D NoC architectures,

better performance is observed using partitioning than regular 3D Mesh NoC(Jabbar

et al., 2013). Most of the state of art 3D NoC topologies are evaluated with in house

simulators. None of the work address considers the TSV models as a base to the

evaluation of 3D NoC topologies, to get accurate performance. The next section

discusses about the different NoC simulators state-of-the-art.

2.3 NoC Simulators

Jiang et al. (2013a) presented BookSim2.0, a cycle-accurate simulator for NoCs. Book-

Sim2.0 offers a large set of configurable NoC parameters such as topology, routing

algorithm, flow control, traffic and injection rate. BookSim2.0 results are validated

against the RTL implementation of the NoC router for accuracy. NIRGAM (Jain

et al., 2007) is a modular SystemC based simulator supporting 2D mesh and torus

NoC architectures. Access Noxim(Catania et al., 2016) is another open source Sys-

temC based, configurable, cycle-accurate NoC simulator which allows analysing the

performance and power of conventional wires. It also simulates the power perfor-

mance and thermal behaviour of 3D NoC Mesh topology. GARNET (Agarwal et al.,

2009) is an NoC simulator incorporated in the GEM5 full system simulator. GAR-

NET models micro architectural details of the router and buffers. Worm_sim (Ogras

and Marculescu, 2006) is cycle accurate simulator for evaluating performance and

communication energy of 2D NoC architecture. NoCTweak (Tran and Baas, 2012)

is a highly parametrizable NoC simulator for early exploration of performance and

energy efficient NoCs. The simulator has been developed in SystemC, which allows

a wide range of configurations to be applied on the NoC platform under simulation.

ORION2.0 (Kahng et al., 2009) includes power and area model to estimate the accu-
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rate power and area of interconnection network routers accurately. These results can

be used to get effective NoC design space exploration in the early phases. DSENT

(Sun et al., 2012) is an area and power model tool which also considers same microar-

chitectural models from ORION3.0 and it is used for rapid design space exploration

of the electrical and opto-electrical network.

The NoC simulators can be compared based on their coverage, configuration pa-

rameters and metrics measured. Most on-chip simulators consider a static wire length

or constant delay during communications. However, the length and the delay of NoCs,

link vary according to the floorplan of the NoC. Table 2.1 compares the 2D and 3D

NoC design space approaches of the state-of-art simulators with this work.

BookSim2.0 contains detailed models of all network elements with router microar-

chitecture. BookSim2.0 has widely used NoC simulators for its flexibility and ac-

curacy. However, BookSim2.0 does not supports variable configuration of the link

delays for irregular topologies, BookSim2.0 also lacks support for TSV delays based

3D NoC simulation. Hence we consider the BookSim2.0 for the extension for 3D NoC

architecture.

2.3.1 BookSim2.0 NoC Simulator

BookSim2.0 is a flexible and a detailed cycle accurate simulator designed for NoCs.

BookSim2.0 is a parametrized simulator where the internal organization of routers,

including the buffers, crossbar, allocators, are inputs that to observe the behaviour of

desired NoC topology. The simulator offers a large degree of network customization

and numerous network component designs. BookSim2.0 provides detailed modelling

of networks and routers and has been a standard for NoC simulation since its release.

It provides a large degree of flexibility and can be used for evaluation of novel network

designs(Jiang et al., 2013a).

Figure 2.3 depicts the simulation flow and the models involved in each stage. There

are three stages in the simulation of a network topology in BookSim2.0, (1). initializa-

tion, (2).building network(network), and (3). setup traffic and simulation(trafficmanager).

In the initialization stage, the user configuration is read and assigned to individual

simulator parameters, clearing all the previous statistics.

The network is built by instantiating and interconnecting routers and channels in a
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Figure 2.3: The overall simulation flow between Modules during the simulation in
BookSim2.0.

topology defining how these modules are interconnected. All communication between

routers occurs through send and receive functions. The trafficmanager module is

responsible for the flow of flits over the network module from source to destination.

Based on the supplied configuration parameters such as traffic pattern, packet size,

injection rate, etc., the packets are injected into the network and latency measure-

ments are taken. trafficmanager collects appropriate statistics, and terminates the

simulation based on the user input simulation time.

The router module in BookSim2.0 is an input-queued virtual channel, canonical

four-stage router. Pipeline delays are configurable. The NoC traffic can be injected

using (a) synthetic traffic modules (b) pipeline for packet header flits. Arbitrary delays

can be assigned to each pipeline stage, and the entire router can be configured to mimic

the behaviour of a single cycle router. Multiple subnetworks with different traffic

classes to be transported on separate physical networks can be simulated. NoC traffic

can be fed using synthetic traffic models or by interfacing with a full-system simulator

or by replaying traffic traces. Table 2.2 depicts the list of input parameter for the
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Table 2.2: Configuration parameters in BookSim2.0.

Input Parameter Description

Network

topology Name of the topology(Mesh, CMesh)

k Topology radix

n Network dimension

c Concentration (No. of PEs per router)

Router options

router Router type (input queue)

in_ports Number of input ports in router

out_ports Number of output ports in router

num_vcs Total number of Virtual Channel per port

vc_buf_size Buffer size per Virtual Channel(VC)

routing_function The name of the routing function (XY,DOR)

Simulation parameters

traffic patterns Type of traffic in network (uniform, transpose,

bit-compliment, tornado)

packet_size Size of packets in Flits

sim_type latency and throughput simulation type

warmup_periods Number of samples periods to warm-up the simulation

sample_period Total Number of measurements cycles

sim_count Number of simulations to perform

network, router and simulation with a description of each parameter in BookSim2.0.

The BookSim2.0 simulator supports Mesh, Cmesh, Torus and Tree based 2D NoC

topologies. Capabilities of BookSim2.0 are extended by (a) incorporating TSV delay

models (b) support of creating custom wire 3D lengths in standard topologies (c) 3D
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Mesh topology with variable radix at each dimension. This extension enables designers

to simulate a variable radix 3D Mesh NoC in BookSim2.0. The TSV models have been

incorporated in BookSim2.0 are presented in the section 4.2.2

2.3.2 Thermal Simulation of 3D ICs

Sridhar et al. (2014) have developed a new simulator for the compact modelling of

liquid cooled 3D-ICs. Kinoshita et al. (2015) have used ADVENTURECluster, a

large-scale parallel computing simulator based on Finite Element Modelling to study

the thermal elevation in stacked 3D chips and TSV structure stress in 3D System

in Packages based on CAD models. Tain et al. (2012) have developed a simulation

model using Flotherm and equivalent thermal conductivity correlations to measure

the performance of doubly stacked 3D IC structures assembled in Quad Flat Packages.

Fourmigue et al. (2014) have proposed a novel, Finite Difference method based algo-

rithm for efficiently computing transient temperatures in liquid-cooled 3D ICs with

high accuracy. Lu et al. (2014) have arrived at simple empirical formulas to model

heat generated in TSVs using classical equations on heat conduction. The most of

the state-of-the-art work((Sridhar et al., 2014)) used HotSpot(Skadron et al., 2003)

base models. The HotSpot6.0 has been extended for 3D NoC architecture.

2.3.3 HotSpot6.0 Temperature Modelling Tool

HotSpot6.0 is a widely used model for studying thermal behaviour at the architec-

ture level (Skadron et al., 2003). Within a thermal package, HotSpot6.0 considers

microarchitecture block details as an equivalent circuit of thermal resistances and ca-

pacitances. The sample chip floorplans that have been provided in HotSpot6.0 are

based on the Alpha Ev6 processor architecture. The sample 3D test case that is pro-

vided in the unmodified version of HotSpot6.0 mentions the dimensions of TSV used

and the number of TSVs that make up one logical TSV unit. Currently, it does not

consider the router as a significant element in the floorplan of the processor. Figure

2.4 shows the overall simulation flow of HotSpot tool. This work extends HotSpot6.0

to simulate the 2D and 3D NoC architectures by adding router-TSVs elements based

on the floorplan details.
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Figure 2.4: HotSpot6.0 thermal simulation flow chart for thermal analysis

2.4 Summary

This chapter presents different horizons of research in the field of NoC architectures.

The pros and cons of the state-of-art 2D simulators are discussed. However, most

of the work is carried out in 2D NoC. Simulators lack in consideration of accurate

microarchitectural models for evaluation of TSVs in 3D NoC architectures. As this

thesis focuses on accurate power and performance evaluation of 3D NoC architectures,

Chapter 3 emphasizes on the accurate evaluation of 3D NoC based microarchitectural

details of routers and links.
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Chapter 3

Floorplan based 2D and 3D NoC
Architectural Design Space
Exploration of Mesh and BFT
Topologies

In this chapter, we explore the design space of 3D Mesh and Butterfly Fat tree(BFT)

NoC architectures using floorplan driven wire lengths and link delay estimation.

Buffer space of each topology has been analysed considering various buffer space for

individual topology. Thus, the buffer space has been equalised for a fair performance

comparison between the topologies. Performance, Flits per Joules(FpJ) and Energy

Delay Product(EDP) of six 2D and 3D variants (2-layer and 4-layer) of the Mesh and

BFT topologies are analysed.

3.1 Floorplan and Delay Estimation

3.1.1 2D and 3D Mesh Topology

Mesh is a direct network topology which allows integration of more PEs in a regular

shape structure (Pasricha and Dutt, 2008), where every router except the ones at the

edges, is connected to all its neighbouring routers. 8 × 8 Mesh topology is 8-ary,

2-cube 2D Mesh topology which has total number of routers (kn)=64 as shown in

Figure 3.1. Where is k is the radix(number of elements in each dimension) and n is

the number of dimensions.

The floorplan consists of a system with tiled Chip Multiprocessor with 64 Sun-

SPARC cores (Xu et al., 2012). Each PE area is of 3.4mm2. The 3D Mesh topol-
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Figure 3.1: 8× 8 2D mesh with 64 PEs.

ogy consists of 5-port and 6-port routers. The router area is estimated from the

ORION2.0(Kahng et al., 2009) area model and the area of each router is shown in

Table 3.1. All the micro-architectural parameters used are shown in Table 3.1.

Table 3.1: Floorplan parameter details.

Clock Frequency 2.5GHz

PEs area 3.4mm2

Router area

4-port 0.47098mm2

5-port 0.598509mm2

6-port 0.729954mm2

7-port 0.865314mm2

Channel size 64(bit)

3D Mesh aims to reduce the latency by redistributing nodes vertically. The 64

8 × 8 Mesh is converted into 2-layer and 4-layer 3D Mesh and are 4 × 4 × 4 and

8 × 4 × 2. Two 3D NoC topologies are designed from existing 2D Mesh topology to

analyse the performance of going vertical. Figure 3.2 and 3.3 show the floorplan based

20



architecture of 8x4x2 2-layer 3D Mesh topology and 4x4x4 4-layer 3D Mesh topology.

Both the topology have 32 and 16 routers per layer respectively. TSVs are used to

connect interlayer routers. The delay of the TSVs is considered as one clock cycle

(Yaghini et al., 2016).

Figure 3.2: 8× 4× 2 3D Mesh with four stacked layers connected using TSVs.

Algorithm 1: Routing algorithm for both 2D and 3D (XY and ZXY).
Input: Current node and dest node
Output: Output port from current node to dest

1 if cur!=dest then
2 if cur and dest are at different plane (Layer) then
3 Find_output port in Z direction (left or right)

4 else if cur and dest are at same offset of X dimension and are at
different Y dimension then

5 Find_output port in Y direction (left or right)

6 else
7 Find output port in X direction (left or right)

The ZXY routing algorithm( Algorithm 1)is used for the 3D Mesh topology. The

ZXY algorithm, first routes the packets to layer (Z) of the destination node and then

performs the XY routing(Dally and Towles, 2004) destination (Z) layer.
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Figure 3.3: 4× 4× 4 3D Mesh with four stacked layers connected using TSVs.

3.1.2 BFT topology

In the Butterfly Fat Tree (BFT) topology, PEs are placed at the leaves and routers

are placed at the top and intermediate levels. A pair of coordinates is used to label

each node, (L, P ) where L denotes a nodes level, and P denotes its position within

that level. BFT has different non-uniform links in each level (Grecu et al., 2004).

A 2D BFT

2D BFT topology shown in Figure 3.4 consists of 64 PEs and 28 routers. Except

for the top level routers(which have four ports), all routers contain six ports. In the

6-port router, one port is connected to each of the four child nodes and the remaining

two ports are connected to the parent nodes. Figure 3.5 shows floorplan of 2D BFT

topology. Micro-architectural parameters used for our experiments are shown in Table

3.6. From the floorplan, it is observed that there are five different links lengths. Table

3.2 shows the lengths and their respective delay.
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Figure 3.4: 64 node BFT topology with three levels. Level 1 is of 4 router, level 2 of
8 routers, level 3 of 16 routers. The leaves are the PEs which are connected to

level-3 routers and 4 PE’s per router.

Figure 3.5: Floorplan of 2D BFT with 64 PEs and each PEs are connected routers
for inter PEs communication.
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Figure 3.6: (b1) 8× 4× 2 3D BFT with four stacked layers connected using TSVs.
(b2) Inter-layer connections.

Figure 3.7: (c1) 4× 4× 4 3D BFT with four stacked layers connected using TSVs.
(c2) Inter-layer connections.
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B 2-layer 3D BFT

The level 2 router’s are moved towards level 1 to reduce the link length and also

to connect links from level 1 routers to level 2, between the layers. Figure 3.6 (b)

shows the 2-layer 3D BFT, which is extended from 2D BFT. 2-layer 3D BFT has

two stacked layers connected through vertical TSVs. In 3D topology length of wire

is reduced when compared to compare to 2D BFT because of vertical connection and

are shown in Table 3.2.

Figure 3.6 (b1) shows the vertical connections of 2-layer 3D BFT; there are eight

links which are connected vertically. Level 1 and level 2 router at interlayer are hybrid

and consist both TSV as vertical and wired as horizontal connection.

C 4-layer 3D BFT

Figure 3.7 shows 4-layer 3D BFT modified to 4-layer 3D BFT topology with each

layer consisting of 16 PE’s each. Level 1 routers are placed between layers to reduce

the length of TSV. Figure 3.7(c1) shows the vertical connection between the routers

from level 1 to level 2 (Kim et al., 2009).

Nearest Common Ancestor (NCA) routing algorithm is employed in 2D and 3D

BFT variants(Algorithm 2). The algorithm identifies the nearest common ancestor

between source and destination. At each router, it finds the minimum and maximum

reachable nodes and then based on reachability, packets are routed to appropriate

ports.

3.2 Horizontal and Vertical Link Delay Estimation

Link lengths are extracted from the floorplan of the topologies and RC delay models

from ORION3.0 (Kahng et al., 2009) are used for estimating the horizontal link de-

lay(ns). The number of cycles per link is calculated for the 2.5GHz frequency with a

voltage of 1.1V(32nm Technology). Further delays(ns) are converted to clock cycles

for the 2.5 GHz operating frequency. Table 3.2 shows the details of link length, de-

lay(Clock cycle) and horizontal link counts of both 2D and 3D variants of Mesh, BFT

topologies based on the floorplan. The Delay column in Table 3.2 shows the delays

in clock cycles(cc) of respective wire lengths.
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Algorithm 2: Routing algorithm for BFT topology.
Input: cur node and dest node
Output: output port from cur node to dest

1 if cur!=dest then
2 Find the cur node level(nl) and Position of node (rp) in the level ;
3 if nl ==zero then
4 output_port = dest/16

5 else if nl==1 then
6 Find Lowest(min) node and maximum(max) node which can reach

from cur;
7 if dest is in beween max and min then
8 out_port=(dest/4)%4;

9 else
10 out_port=rand()%1+4;

11 else if nl==2 then
12 Find Lowest(min) node and maximum(max) node which can reach

from cur;
13 if dest is in beween max and min then
14 out_port=(dest%4);

15 else
16 out_port=rand()%2+4;

Mesh topology has uniform horizontal link lengths in all the variants(2D, 3D-

2 layer, 3D 4-layer). Floorplans of the BFT topology indicate that the horizontal

link lengths depend on the level, router placement, and the PE size. In 3D BFT,

links connecting from level 1 to level 2 (Figure 3.4) are reduced up to 40-80% when

compared to 2D BFT.

The Vertical link counts of both Mesh and BFT variants are evaluated and Table

3.3 shows the vertical links delay(cc), number of vertical connections and number of

TSVs count of both BFT and Mesh variants.

3.3 Buffer Space Analysis

Buffers in the router I/O ports are expensive resources as they consume as much as

30% of the router area. Buffers improve the overall throughput of the NoC. Total

buffer space (B) utilisation of topology is presented in Equation 3.1. Total buffer

space depends on the number of routers, input/output ports, virtual channels per
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Table 3.2: Horizontal link(HL) length and delay(cc) details of 2D and 3D variants of
Mesh, BFT. These delays are considered for the simulation.

Topology Wire(mm) Delay (clock cycle) HL (wire) count

2D Mesh 1.844 4 112

2-layer 3D Mesh 1.844 4 108

4-layer 3D Mesh 1.844 4 96

2D BFT

8.825 73 8

8.342 73 8

7.859 64 8

4.654 23 8

4.171 19 16

2-layer 3D BFT

8.342 73 8

7.859 64 8

4.654 23 8

4.171 19 8

4-layer 3D BFT

4.654 23 14

4.171 19 14

less than 1mm 1 12

Table 3.3: Vertical Link details of 3D variants of Mesh, BFT each link has 64 TSVs.

2-layer 3D Mesh 4-layer 3D Mesh 2-layer 3D BFT 4-layer 3D BFT

VL count 32 48 16 8

number of TSVs 4096 6144 2048 1024

Delay (clock cycle) 1 1 1 1

port, buffer depth per virtual channels.

B =
n∑
i=1

(Ri ∗ Pi) ∗ V ∗D (3.1)

where, Ri is the total number of routers in ith class, Pi is the total number of ports
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in router Ri. Routers having identical Pi belong to the same class. The number of

class routers is n. V is the number of VC per port, Buffer depth per virtual channel

is D. B is the overall topology buffer space.

The total buffer spaces used in Mesh and BFT (2D, 3D variants) topologies for

the various virtual channel and buffer depth are presented in table 3.4. The first two

columns are VC parameters, while the other columns show the amount of buffer space

used in the Mesh and BFT (2D, 3D variants). Table 3.4’s last two rows represent the

number of routers and the number of ports (Rn, Pn) per router. There are two types

router classes (6 and 7 port) in 3D 4-layer Mesh; one class has 32 routers with six

ports, and the other has 32 routers with seven ports. For a router with 8 VCs per

port and 12 buffers per VC, the total buffer space is 39936 flits. The total buffer space

depends on Ri , Pi, V and D. Therefore, each topology’s buffer space is different. In

3D 4-layer Mesh, the buffer space has increased by 9% and 30% for 6-port and 7-port

routers (additional TSV ports) respectively. 2D and 3D BFT variants have the same

buffer space as no additional ports are required.

3.3.1 Buffer Space Equalisation (BSE)

From Table 3.4, it can be seen that the buffer space varies between topologies. For

a fair performance comparison between the topologies, and the buffer space has been

equalised. The number of VCs and buffer depth are modified to equalise the buffer

space. Equation 3.2 represents the BSE and C1, C2 are the equalisation factors

(positive or negative).

BE =
n∑
i=1

(Ri ∗ Pi) ∗ (V + C1) ∗ (D + C2) (3.2)

2D Mesh NoC is considered as the baseline buffer space. Table 3.5 shows an

approximately (±10%) equalised buffer space for all the topologies to the 2D Mesh

buffer space. For 3D 2-layer Mesh, the buffer space has been changed from 36864 to

32256 after BSE because of the change in V from 8 to 7. The error in equalisation

has varied by 5% in case of D=4 and 12% in case of D=12 and 8% decrease in buffer

space. For 3D 4-layer Mesh, the buffer has space changed from 39936 to 32032 after

BSE because of the change in V from 8 to 7 and the buffer space has decreased by

20% after BSE. In BFT topology, the buffer space changed from 14208 to 30720 after
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BSE because of the change in V from 8 to 12 for BFT variants and 2× buffer space

increase. In the case of BFT topology, V and D are the same in all BFT variants

because there is no change in resources (links and routers) in BFT when we switch

from 2D to 3D.

3.4 Experimental Setup

The cycle-accurate on-chip network simulator (BookSim2.0) is modified to support 2-

layer 3D and 4-layer 3D NoC with accurate delay. XY and XYZ routing is used for 2D

and 3D Mesh topolgy respectively. Horizontal wire delays have been modelled. The

TSV delays have been modelled from existing works (Yaghini et al., 2016). Delays

are estimated based on the floorplan as shown in Figure 3.1, 3.2, 3.3, 3.5, 3.6 and 3.7,

to get the accurate performance metric. The BFT topology as shown in Figure 3.4 is

implemented in simulator and the degree of routers in three levels 4, 6, 6 respectively.

Nearest common ancestor algorithm is implemented for 64 nodes. Table 3.6 shows

network configuration parameters of 2D and 3D variants of Mesh and BFT topologies.

Table 3.6: Simulated Network Configuration.

BookSim Parameter Value

Topology 2D Mesh & 2-layer 3D Mesh & 4-layer

3D Mesh & 2D BFT & 2-layer 3D BFT & 4-layer 3D BFT

Network Size 64 Nodes

Switches 28 - 64

Traffic Uniform Random

Number of VCs 8

VC buffer size 16

Simulation time 105 cycles
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3.5 Results and Discussion

3.5.1 Average Network Latency

Average network latency is obtained from BookSim2.0 using default link latencies and

floorplan based link latencies are plotted in Figure 3.8 and Figure 3.9 for 2D Mesh and

2D BFT respectively. Using floorplan based link lengths and corresponding delays in

simulation, an increase in average network latency from 19% to 43% is observed. An

increase in average network latency up to 1.45× is observed in Mesh, and up to 8×

in BFT topology using floorplan based, accurate link delays in the simulation. BFT

topology link length 2.5× greater than the Mesh, resulting in a larger increase in the

average network latency.
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Figure 3.8: Average network latency comparison with accurate link delay modelling
of 2D Mesh(default link delay) and 2D Mesh with accurate link delay.

3.5.2 BSE based Mesh and BFT Topology

Mesh and BFT topologies (2D, 3D variants) are evaluated based on equalised buffer

space for a fair comparison. The buffer space in all topology variants is equalised

within 10% to keep resource cost similar and Table 3.5 shows equalised buffer space.

Figures 3.10 and 3.11 show the average network latency of 3D 2-layer and 3D 4-layer

Mesh and BFT for both uniform and transpose traffic. The results are based on the
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Figure 3.9: Average network latency comparison with accurate link delay modelling
of 2D BFT(default link delay) and 2D BFT with accurate link delay.

equalised buffer space for V=8 and D=12.

In NoC, a latency comparison can be observed prior to the saturation point. Be-

cause the network will become unstable after the saturation point. When the amount

of traffic that a network can support before it reaches the latency wall is Saturation

point. Figures 3.10 (a) and (b) depict the average network latency of 3D 2-layer and

3D 4-layer Mesh with BSE and without BSE. The injection rate 0.08 and 0.16 are

the saturation point for 3D 2-layer Mesh uniform traffic and 3D 4-layer Mesh uniform

traffic. There is 8% variation in network latency till 0.08 injection rate and reduces

up to 10 to 12% later on. From Figure 3.10 (b), there is up to 5% variation in network

latency till 0.16 injection rate and reduces up to 12% later on. Figures 3.10 (c) and

(d) depict average network latency of 3D 2-layer and 3D 4-layer Mesh for transpose

traffic pattern. A 30 % reduction in the average network latency for 3D 2-layer Mesh

and up to 15% reduction in the average network latency for 3D 4-layer Mesh after

BSE.

Employing buffer equalisation, the buffer space of the 3D 2-layer and 3-layer 3D

Mesh variants decrease up to 15% for each V and D as shown in Table 3.5, 3D Mesh

variants show a small variation in the network latency till the saturation point.

In the BFT variants, buffer space increases up to 2× in both variants after BSE
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as shown in Table 3.5. Figure 3.11 depicts the comparison of average network latency

for uniform and transpose traffic patterns for BFT variants.

Figures 3.11 (a), (b) and (c) depict average network latency of 2D, 3D 2-layer, 3D 4-

layer BFT for uniform traffic pattern. In Figure 3.11 (a), the average network latency

is reduced up to 60% till 0.04 injection rate. This is observed due to the increase in the

buffer space for 2D BFT compared to without Buffer Space Equalisation. After 0.04

injection rate the network latency increases up to 20% due to transferring of more

data flits than without BSE based topology, and in 2D BFT with BSE saturation

is increased from 0.02 to 0.004. In Figure 3.11 (b) the average network latency is

reduced by 10% till 0.02 injection rate. After 0.04 injection rate, the network latency

has increased up to 45% due to the transferring more data flits compared to network

latency without BSE based topology. In Figure 3.11 (c), the average network latency
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Figure 3.10: Average network latency comparison after BSE (varying VC and D )
(a) 3D 2-layer Mesh uniform traffic (b) 3D 4-layer Mesh uniform traffic (c) 2D Mesh
transpose (d) 3D 2-layer Mesh transpose traffic(f) 3D 4-layer Mesh transpose traffic.
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Figure 3.11: Average network latency comparison after BSE (varying VC and D )
(a) 2D BFT uniform traffic (b) 3D 2-layer BFT uniform traffic (c) 3D 4-layer BFT
uniform traffic (d) 2D BFT transpose (e) 3D 2-layer BFT transpose traffic(f) 3D

4-layer BFT transpose traffic.

is reduced by 53% till 0.04 injection rate. After 0.04 injection rate, the network

latency increases to 55% due to transferring more data flits compared to network

latency without BSE based topology.
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The transpose traffic (Figure 3.11(d),3.11(e),3.11 (f)) pattern has up to 2× sat-

uration point and 10% reduction in average network latency compared to uniform

traffic in all variants of BFT topology. The network latency is reduced in BFT till

saturation point.

3.5.3 BFT vs Mesh Topology

The normalised performance of Mesh and BFT are depicted in Figure 3.12 for uniform

and transpose traffic patterns. The performance is normalised to 2D BFT topology.

Figure 3.12 (a) shows the performance normalization of all variants for uniform

traffic pattern. The 3D 4-layer Mesh performance is up to 5× compared to 2D Mesh,

up to 4× compared to 3D 2-layer Mesh, 12× compared to 2D BFT. 14× to 3D 2-layer

BFT and 12× compared to 3D 4-layer BFT. Link length in Mesh is up to 80% shorter

compared to BFT topology, and vertical links have a reduction in delay up to 75%.

Hence the 3D 4-layer Mesh outperforms all other variants.

The 3D 2-layer and 3D 4-layer BFT have 40% and 2.6× improvement in normalised

performance till 0.02 injection rate and after that, 3D 2-layer and 4-layer 3D BFT

loses 19% and 21% normalised performance compared to 2D BFT.
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Figure 3.12: Normalized performance between 2D Mesh and 3D Mesh and BFT
variants for (a) Uniform traffic (b) Transpose traffic.

Figure 3.12 (b) shows the performance normalization of all variants for transpose

traffic pattern. 3D 4-layer Mesh achieves better performance over other topology. 3D

4-layer Mesh has normalized performance of 1.4× to 3.4× compared to 2D Mesh,

1.2× to 3.1× compared to 3D 2-layer Mesh, 4.5× compared to 2D BFT. 3.4× to 3D

2-layer BFT and 2.5× compared to 3D 4-layer BFT.
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The 3D 2-layer and 3D 4-layer BFT have 2× and 3.8× improvement in normalised

performance till 0.02 injection rate, and after that, 3D 2-layer BFT loses average 6%

normalised performance compared to 2D BFT. The 3D BFT variants lose performance

because the level 2 to level 3 links lengths have increased by 2× compared to 2D BFT.

The 3D 4-layer Mesh has 5× normalized performance compared to 3D 4-layer

BFT. Hence, 3D 4-layer Mesh has least average network latency compared to other

Mesh and BFT variants. There are 36 additional routers and 2× additional links

in Mesh compared to BFT, which leads to distribute traffic over the network, i.e.

reduces waiting time at the buffers.

It is observed that there is a drop in maximum normalised performance from 17

to 6.25 in Figure 3.12 (a) and (b). Due to the better distribution of traffic in the

network, Mesh topology performs better in uniform compared to transpose. In BFT,

the transpose traffic pattern has 1.5× improvement in normalised performance than

the uniform traffic pattern, as BFT is suited for localised traffic rather than uniformly

distributed traffic.

3.5.4 Flit Energy Analysis

Total Power consumption is calculated as the sum of the powers of links and routers.

The formula for power consumption is given by Equation 3.3. Pt is the total power,

Pr, Pl, Ptsv are powers of the routers, links and TSVs respectively.

Pt = Pr + Pl + Ptsv (3.3)

PTSV = AF ∗ CTSV ∗ V 2 ∗ f (3.4)

Ptsv has been obtained using Equation 3.4, where AF is the switching activity factor

which is the probability of output switching from 0 to 1, TSV capacitance is CTSV.

V is voltage and f is the operating frequency(Kim et al., 2010).

Flits per Joules (FpJ) is calculated using Equation 3.5, Ft is the total number

flits delivered throughout the simulation and T is the total simulation in the cycle.

Figures 3.13 (a) and (b) show the average FpJ of 2D and 3D Mesh and BFT variants
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for uniform and transpose traffic patterns respectively.

FpJ =
Ft

(Pt ∗ T )
(3.5)
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Figure 3.13: Mesh and BFT (2D, 3D variants) topologies normalized Flits per
Joules for (a) Uniform traffic (b) Transpose traffic.

Figure 3.13 (a) plots the normalised Flits per joule of all variants for uniform

traffic pattern. The 3D 4-layer Mesh topology delivers up to 1.5× FpJ compared to

2D Mesh and 1.2× more than 3D 2-layer Mesh. The 3D 4-layer Mesh topology has up

to 4.5× Flits per joule compared to 2D BFT, 3.2× than 3D 2-layer BFT and 1.15×

than 3D 4-layer BFT.

Figure 3.13 (b) plots the normalised FpJ of all variants for transpose traffic pattern.

The 3D 4-layer Mesh topology has up to 1.15× Flits per joule compared to 2D Mesh

and 1.1× than 3D 2-layer Mesh. The 3D 4-layer Mesh topology has up to 4.5× Flits

per joule compared to 2D BFT, 2.9× than 3D 2-layer BFT and 1.1× than 3D 4-layer

BFT.

The BFT topology has a lower FpJ compared to Mesh topology because of the

longer link lengths in the BFT. BFT has up to 3× longer horizontal links than the

Mesh topology. Moving towards 3D from 2D, FpJ increases up to 1.5× in 3D 2-layer

and up to 3.9× FpJ in 3D 4-layer BFT compared to 2D BFT topology. A Higher FpJ

in 3D variants is seen as eight horizontal links in 3D 2-layer and 12 horizontal links

in 3D 4-layer are converted to TSVs.
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3.5.5 Energy Delay Product (EDP)

Figures 3.14 (a) and (b) depict the Mesh and BFT variants(2D, 3D 2-layer and 3D

4-layer) EDP comparison for uniform and transpose traffic respectively. EDP is com-

pared for 0.02 injection rate as a minimum and 0.1 as a maximum injection rate. It is

observed that 3D 4-layer Mesh has the lowest EDP compared to 3D 2-layer Mesh, 2D

Mesh, 2D BFT, 3D 2-layer BFT and 3D 4-layer BFT for both the traffic patterns. In
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Figure 3.14: Normalized EDP of Mesh and BFT (2D, 3D variants) for (a) Uniform
traffic (b) Transpose traffic.

comparison with 3D BFT variants, the 3D Mesh variants have the lowest EDP since

the link lengths for 3D Mesh decreases by 80 %, and the TSV count increases up to

3×.

3.6 Summary

In this work, the microarchitectural design space of 2D and 3D variants of the Mesh

and BFT topologies have been explored. Accurate wire delays have been derived

from link delay and TSV delay models. The lengths of horizontal links and TSVs

have been estimated using the floorplan of the respective topologies. We evaluate

the conventional 2D Mesh with 3D 2-layer Mesh, 3D 4-layer Mesh, 2D BFT, 3D 2-

layer BFT and 3D 4-layer BFT topologies for performance and energy trade-offs. All

the variants have been compared, and trade-offs have been analysed, based on equal

buffers distribution for a fair evaluation. Results of the experiments show that 3D

4-layer Mesh exhibits a performance improvement of 2× to 2.3× compared to 2D
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Mesh under uniform traffic, 3D 2-layer and 3D 4-layer Mesh under transpose traffic.

The Mesh topology with uniform random traffic pattern shows improved performance

compared to transpose traffic and it is due to uniform distribution of packets. 3D

4-layer BFT with transpose traffic shows an improvement in performance up to 1.1×

to 1.3× over 3D 2-layer BFT under transpose traffic, 2D BFT with transpose traffic

and 3D 4-layer BFT with uniform traffic pattern. BFT with transpose traffic pattern

has a 1.5× improvement in performance compared to uniform traffic pattern, showing

that BFT is suitable for localised traffic rather than uniformly distributed traffic.
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Chapter 4

3D NoC Modelling in BookSim and
Hotspot for Power, Performance and
Thermal Evaluation

In this chapter, 3D NoC modelling capabilities extended in two existing state-of-the-

art simulators, viz., the 2D NoC Simulator - BookSim2.0 and the thermal behaviour

simulator - HotSpot6.0. With the extended 3D NoC modules, simulators can be used

for power, performance and thermal measurements through micro-architectural and

physical parameters. The major extensions incorporated in BookSim2.0 are: Through

Silicon Via (TSV) power and performance models, 3D topology construction modules,

3D Mesh topology construction using variable X, Y, Z radix, and tailored routing

modules for 3D NoCs. 3D Mesh thermal behaviour has been analyzed for the regular

arrangement and thermally aware design of the router-TSV element is proposed.

4.1 TSV Delay and Power Models

4.1.1 TSV Delay Models

Weerasekera et al. (2009) have modelled TSVs in a compact manner by deriving

reduced electrical circuit models for isolated and bundled structures. Their model

took into account the coupling capacitance, resistance and inductance between the

vias and their effect on the overall delay. However, the numerical data furnished only

provides values for self and coupling capacitance of a 3 x 3 TSV bundle. You et al.

(2013) have characterized TSV using an approximate ring oscillator model where the

Driver resistance and TSV capacitance are the main contributors to the propagation

delay. Ahmed et al. (2016) have recently proposed delay aware floorplanning which
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considers the coupling capacitance between adjacent TSVs (CTT ) and between the

horizontal wire and TSV (CTW ).

For power, Jueping et al. (2010) have proposed a simple model to estimate TSV

capacitance using few microarchitectural parameters and approximation techniques.

Bamberg and Garcia-Ortiz (2017) have described a regression method for energy

estimation based on the probability of bits passing through a 3x3 submicrometric

TSV array.

Kim and Lim (2010) have modelled the RC parasitics of a TSV as a 3D intercon-

nect along with buffers which add a non-trivial area overhead. However, their model

does not consider physical parameters of the TSV such as its length, diameter and

separation from other TSVs. Also, the delay of the buffer element is equal to 70ps,

which is very high to be acceptable in a 3D NoC. Khalil et al. (2008) have made use

of dimensional analysis to create a light-weight, high fidelity model that takes three

parameters, namely TSV length, radius and pitch. Khalil’s model has been incorpo-

rated due to its simplicity and agreement with simulations using electromagnetic field

solvers and the lossy transmission line circuit model.

4.1.2 TSVs Power Model

Kim et al. (2011) proposed an RLGC model considering multiple physical parameters

of the via to determine the capacitance of a single TSV, which is necessary in order to

derive the power it consumes under a given operating frequency and voltage. Their

work has been extended in Kim et al. (2010) by devising an equation to calculate the

power consumed using the TSV values from previous work and have also considered

the Activity Factor(AF), which is a measure of the amount of work done by the

underlying chip interconnects. This model considers more microarchitectural details,

hence it is considered for accurate estimation of the dynamic power of TSVs as vertical

interconnects in 3D NoCs. Figure 4.1 shows that each pair of TSV is made up of a

signal and ground TSV. The TSV and bump provide a vertical interconnect through

the silicon substrate, i.e., joining the stacked chips. The underfill is the separation

between the TSV bumps. The Inter Metal Dielectric layer is the separation between

TSVs. Figure 4.2 shows TSVs electrical model with labelled component. The influence

of these parasitic components increases as the operating frequency increases.
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Figure 4.1: Structure of a signal TSV and a ground TSV with bumps with the
via-last process and their structural parameters (Kim et al., 2011).

4.2 3D NoC Modelling in BookSim2.0 and HotSpot

4.2.1 Variable radix at X, Y, Z in Mesh topology

BookSim2.0 can construct and simulate a k-array n-cube Mesh, where k is the radix

(number of elements in each dimension) and n is the number of dimensions. The radix

is fixed for all dimensions. For example,8 x 8 Mesh topology is 8-array, 2-cube 2D

Mesh topology has total number of routers (kn)=64. An 8 x 8 Mesh can be arranged

into other configurations,for eg. 4 x 4 x 4 and 8 x 4 x 2 as a variable radix

at each dimension. Creating such topologies requires support for creating a custom

number of PEs in the X, Y, and Z dimensions. Additionally, the routing algorithm

has to be modified to support variable radix topologies. Variable radix Mesh has

been added to the network module. The ZXY routing has been implemented in the

routing module Z as a new parameter is added. The configuration file is modified to

receive X, Y, Z values. 3D NoC is simulated by supplying n=3 (three dimensions) in

the configuration file. 2D NoCs are simulated with n=2 (two dimensions) and Z=1.

Table 4.1 shows the list of new parameters and values. To evaluate variable radix

mesh topology, varmesh has been used as topology name during the simulation.
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Figure 4.2: TSVs electrical model with labelled components (Kim et al., 2011).

Table 4.1: Variable radix Mesh topology details.

Changes made Description

Parameters X, Y, Z

Topology name varmesh

Route Function MeshZXY

4.2.2 TSV based Delay Model and Power Module in Book-
Sim2.0

Using (Khalil et al., 2008) model, this work generates an ideal TSV configuration by

combining these models by considering safe limits for each parameter to avoid the

manufacturer complexity during the fabrication process. The safe limits (Table 4.2)

are taken from Weerasekera et al. (2009) and Lee et al. (2014).

An analytical model of the propagation delay for TSVs is shown in Algorithm 3.
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Table 4.2: Important Physical Parameters for TSVs (Khalil et al., 2008) and Safe
limits values for each parameter. All the parameters are from the Electrical TSV

model shown in 4.1 (a).

Parameter Name Inference Values (Lee et al., 2014; Weerasekera et al., 2009)

dTSV TSV_Diameter [20,...,80] µm

pTSV TSV_Pitch, [40,...,180] µm

hbump Bump Height [5,...,50] µm

dbump Bump Diameter [5,...,30] µm

tox Oxide Layer Thickness [0.1,...,1.0] µm

tox_bot Bottom Oxide Layer Thickness 1 µm

himd Inter-metal dielectric Layer Height [20,...,100] µm

σCu Conductivity of Copper 5.96 * 107 S/m

εSi Permittivity of Silicon 1.05315* 10−10 F/m

µo Permeability in free space 1.25663706 * 10−6 H/m

ω 2πf

TSV delay is estimated from Height/Length (l), Diameter (d), and Pitch/Separation

(s). These parameters(l,d and s) brute-forced within the safe limits . Further, the

least power configuration is considered for this work. The TSV is configured with

TSV length 20µm, diameter 20µm and pitch 60µm. These are the default TSV values

for the simulator.

Algorithm 3: TSV Delay Estimation.
Input: Length(l), Diameter(dTSV ) and Pitch/ Separation(s) of TSV
Output: TSV delay

1 START
2 r = dtsv/2

3 lo =
σCu∗r2∗

√
(µo/εsi)∗acosh(s/dtsv)

0.693∗(1+0.617∗(r/s))
4 if(l ≥ lo)
5 delay =

√
(µo/εsi) ∗ l ∗ l/lo

6 else
7 delay =

√
(µo/εsi) ∗ l

8 END

The overall power consumption of the NoC can be calculated as the sum of the

power consumption of link and routers. Power consumption is given by Equation 3.3.
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The router (Pr) and link (Pl) powers are calculated dynamical from ORION3.0

(Kahng et al., 2009) power models. Power (Ptsv) consumption for each configuration

has been obtained using Equation 3.4 where AF is the activity factor, CTSV is the

TSV capacitance calculated from the Equation 4.1(Kim et al., 2010).

Figure 4.3: Logical Layout of the TSV electrical model considered in the dynamic
power model (Kim et al., 2010).

Table 4.3: Reduced Model Parameters(Figure 4.3 (b))

Parameter Name Inference

Cb1 Cins + CBump1

Cb2 Cins + CBump2

C1 (Cb1*Cb2)/(Cb1+Cb2)

C2 CSisub

C3 CUnderfill + CBottom

CTSV = C3 +
C1 ∗ C2 ∗ (1 + σCu/(εsi ∗ ω))

C1 + 2 ∗ C2 ∗ (1 + σCu/(εsi ∗ ω))
(4.1)
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The electrical model from Figure 4.3 shows highlighting the capacitance of TSVs

elements. Table 4.3 shows the representation of capacitance of each of the TSV

elements. C1 is the insulator capacitance of a TSV, silicon-substrate capacitance is

C2, and C3 denotes the combined capacitance of the bottom and underfill sections of

the TSV.

Figure 4.4 shows the simulation framework used to evaluate the Mesh and BFT

topology variants. The BookSim simulator has been modified to simulate 3D Mesh

and BFT topologies with configurable dimensions. Floorplan module takes topology,

PEs size, and router area to generate link length. These parameters are passed to the

link delay and power module. The delay of horizontal and vertical links is calculated

using a link delay module. The horizontal link (TD_H) delay is calculated using

ORION, and vertical link delay (TD_TSV) is calculated from the TSV delay module.

The delay of individual links is passed to the simulator to create topology (build

network). Power module takes the link length and router details to calculate the

accurate power details. The vertical links power (TD_TSV) is calculated using the TSV

power module, and the router (Pr) and horizontal links power (PD_H) are calculated

using ORION.

Figure 4.4: Simulation framework for evaluating power and performance. BookSim
was extended with 3D TSV delay, power and link delay modules.
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4.2.3 TSV-Router in HotSpot for 3D NoC Architecture

The Alpha Ev6 processor architecture (Figure 4.5(a)) is the base configuration pro-

vided by HotSpot6.0. A router-TSV element of standard dimensions has been incor-

porated into the Ev6 floorplan.

The position of the router in the floorplan of the chip affects the heat distribution

across its neighbours. The Data cache and Integer Registers are the primary regions

where the temperature is high due to their relatively higher power consumption in

each time step.

The router is responsible for pushing packets across the network, an ideal place-

ment can be a region where most of the data resides. Two separate configurations

were considered under the 3D Mesh architecture: i) Router at the bottom-right corner

(Naive 3D Mesh), next to the Data cache(Figure 4.5(b)) and ii) Router when shifted

to the center(Thermal Aware Mesh architecture), between the Instruction and Data

cache (Figure 4.5(c)). The data cache tends to be one of the hottest parts of the

core. This high temperature from a neighbouring element can affect the long-term

performance of the router and, effectively the chip as a whole. On the other hand,

shifting the router away from the data cache reduces the interfacial contact between

the two elements. The effect of thermal conduction from the hotter data cache is

lowered. Router shifted away from Data cache 4.5(b) considered as Thermal-Aware

Mesh architecture.

The Route-TSV based floorplans for 3D NoC Mesh and BFT topologies are shown

in Figure 4.5 (c) and (d). The router is placed in between the Instruction and Data

cache (Figure 4.5(c)) to keep it equidistant from both as thermal aware design. For

the BFT topology, one router is shared by 4 leaf PEs as shown in Figure 4.11 and

Figure 4.5 (d) presents the layout. HotSpot6.0 was extended to provide support for

the two mentioned 3D NoC architectures (Mesh and BFT) and to analyze the thermal

effects.

Router-TSV elements have been added to the floorplans in HotSpot. Adding this

router element results in the final picture not being a perfect closed figure (rectangle

or square). For this, the filler elements have been added as dead space (Figure 4.5 (b)

and (c)).
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The process of generating floorplan and power trace files for both 3D Mesh and

3D BFT NoC architectures has been automated using scripts which take a small

number of parameters (Figure 4.6). Power trace files contain the power consumed by

every element in the NoC floorplan at each time step. In these experiments, power

values for 100 time steps has been generated from the existing power trace files in

(a) (b)

(c) (d)

Figure 4.5: Logical representations of (a) Default Alpha Ev6 processor layout in
HotSpot6.0. (b) Modified layout with router next to the Data cache(Mesh
topology). (c) Modified layout with router shifted away from the Data

cache(Thermal Aware Mesh architecture). (d) One router shared between 4 cores
(not to scale) for BFT architecture.
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Figure 4.6: The automated floorplans generation in HotSpot for 3D NoC
architecture.

HotSpot6.0 based on the SPEC CPU2000 Benchmark(Henning, 2000). Corresponding

components on all cores consume the same power in each time step. All layers are

arranged in the layer configuration file.

The 3D NoC power models has been added to both BookSim2.0 and HotSpot6.0

simulators. Figure 4.7 shows the overall modified framework, which has been used

for the analysis of the power, performance and thermal behaviour of the 3D NoC

architecture with accurate interconnect delay and power models.

4.3 Analysis of 3D NoC Topology Variants

The extended version of BookSim2.0 has been used to evaluate 2-layer and 4-layer 3D

Mesh and BFT topology variants. In this section details of simulating and analysing

the topologies are presented.
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4.3.1 General Procedure to Add New Topologies

New topologies are added into BookSim2.0 through these steps:

• Create the topology and store the file topo.cpp and topo.hpp at network

directory and add the topology name in network.cpp file to use the topology

in configuration file during the simulation.

• New routing methods can be added in routefunc.cpp file with route function

name as topology_rout_name and add rout_name at the beginning of the file

to select in configuration file during the topology simulation

• The traffic and flow of simulation can be tracked through trafficmanger.cpp

to make necessary changes.

Table 4.4 depicts the new list of files, function and parameters added to the sim-

ulator for 3D Mesh and BFT NoC architectures.

Orion delay and  
power model

Read
Configuration Build Network Run Traffic

Manager

Read
Configuration

Build individual layers
and aggregate Run Power Trace

BookSim Simulator

HotSpot Simulator

  TSV Delay and  
Power model 

Simulation Framework

Latency

Floorplanned 
3D NoC topology 

Power

Temperature

Figure 4.7: The over all modified simulation framework for power, performance,
thermal behaviour of 3D NoC architecture.
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Table 4.4: The detail of Modification to BookSim2.0 for 3D NoC topology.

Input parameter Description

List Files added/modified

TSV.hpp, TSV.cpp Detailed TSV power and Delay model which checks the valid TSV configuration

varmesh.hpp and varmesh.cpp Mesh topology with variable radix at X, Y, Z dimensions

flbft.hpp and flbft.cpp To evaluate 2D BFT topology

bft2l.hpp and bft2l.cpp To evaluate 2-layer 3D BFT topology

bft4l.hpp and bft4l.cpp To evaluate 4-layer 3D BFT topology

New functions

valid_tsv(h,r,p) Checks the TSV configuration is within safe-limits.

get_lpTSV() Returns low power TSV configuration within safe-limits

get_least _area_TSV Returns TSV configuration which has lowest area

_xLeftNode(node, dim) Returns the left node in x dimension

_xRightNode(node, dim) Returns the left node in x dimension

_yLeftNode(node, dim) Returns the left node in Y dimension

_yRightNode(node, dim) Returns the right node in Y dimension

_zLeftNode(node, dim) Returns the left node in Z dimension

_zRightNode(node, dim) Returns the right node in Z dimension

link_trace() returns the details of links utilization (horizontal and vertical) in topologies

New parameters

TSV Type Type of TSV (Currently its signal and ground TSV)

TSV Diameter Diameter of TSV((µm))

TSV Pitch Distance between two TSV (µm)

TSV Height Height of TSV (µm)

_x Radix at x dimension (No of Router in X dimension)

_y Radix at Y dimension (No of Router in Y dimension)

_z Radix at Z dimension (No of Router in Z dimension)

HL1-HL4 Four different horizontal link latencies

VL1,VL2 Two different vertical link latencies

4.3.2 Mesh topology

The floorplan consists of a system with a tiled CMP consisting of 64 Sun-SPARC cores

(Xu et al., 2012) and area of core 3.4mm2. Router area is estimated from ORION3.0
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(Kahng et al., 2009). The values of the micro-architectural parameters used are shown

in Table 4.5.

Table 4.5: Parameters used in designing the floorplan.

Clock PEs area 4-port router 5-port router 6-port router 7-port router Channel size TSV Delay

Frequency(GHz) (mm2) area (mm2) area (mm2) area (mm2) area (mm2) size (bit) (Clock cycle)

2.5 3.4 0.47098 0.598509 0.729954 0.865314 64 1

Figure 4.8 shows the floorplan of a 8 x 8 2DMesh network consisting of 64 routers.

This configuration is simulated in BookSim2.0 simulator by considering accurate wire

delay (HL1=4) for the horizontal length of 1.8mm.

Figure 4.8: 8× 8 2D Mesh with 4 PEs

8 x 4 x 2 (Figure 4.9) and 4 x 4 x 4 (Figure 4.10) are the two 3D Mesh

variants used as case studies for the proposed BookSim2.0 3D extensions. Table

4.7 shows details about changes made for 2-layer and 4-layer 3D Mesh topology.

Horizontal and vertical delays, HL1 and VL1 are recorded in the configuration file

before simulation. Based on the floorplan, the link delays are HL1=4 and VL1=1.

mesh2l and mesh4l are the names of the topologies in the configuration file to be

used during the simulation.

The ZXY routing in Algorithm is implemented in routfunction.cpp for 2D and

3D Mesh topologies. ZXY routes flit intralayer and then interlayer based on the
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Table 4.6: Parameters used in the design of the floorplan

Parameter Value

Clock Frequency 2.5GHz

PEs area 3.4mm2

4-port router area 0.47098mm2

5-port router area 0.598509mm2

6-port router area 0.729954mm2

7-port router area 0.865314 mm2

Channel size 64 bit

Figure 4.9: Floorplan of 8× 4× 2 3D Mesh with two stacked layers connected using
TSVs.

destination coordinates.

4.3.3 3D BFT Topology

In the Butterfly Fat Tree (BFT) topology, PEs are placed at the leaves, and routers

are placed at the top and intermediate levels, as shown in Figure 4.11. A pair of

coordinates is used to label each node, (L, P ) where L denotes a node’s level, and P

indicates its position within that level. The PEs have addresses ranging from 0 to (N
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Figure 4.10: Floorplan of 4× 4× 4 3D Mesh with four stacked layers connected
using TSVs.

Table 4.7: 2-layer and 4-layer 3D Mesh topology details.

Changes made Description

New parameters HL1 and VL1 (Link delays as horizontal(HL) and vertical(VL))

Topology name mesh2l(8 x 4 x 2), mesh2l (4 x 4 x 4)

Route Function MeshZXY

-1), and BFT has different non-uniform links in each level (Grecu et al., 2004).

Figure 4.11: 64 node BFT topology with three levels. Level 1 is of 4 router, level 2
of 8 routers, level 3 of 16 routers. The leaves are the PEs which are connected to

level-3 routers and 4 PE’s per router.
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Figure 4.12 (a) shows 2D floorplan of BFT topology. Micro-architectural param-

eters used for these experiments is shown in Table 4.5.

Figure 4.12: Floorplan of 2D Mesh with 64 PEs and each PEs are connected routers
for inter PEs communication.

From the floorplan, there are five different links lengths. Table 4.8 shows the

details about the changes added to the simulator to simulate a functional 3D BFT

topology.

2-layer 3D BFT: Starting from the 2D BFT floorplan, level 2 routers are moved

towards level 1 to reduce overall link length. Figure 4.13 shows the 2-layer 3D BFT

which is extended from a 2D BFT. The 2-layer 3D BFT has two stacked layers con-

nected through vertical TSVs. The overall link length is reduced upto 50% in 3D

BFT compared to its 2D counterpart. Table 4.8 shows the details about the changes

added to the simulator for 2-layer 3D BFT topology.

4-layer 3D BFT: Figure 4.14 shows a 2-layer 3D BFT modified to 4-layer 3D BFT

topology with each layer consisting of 16 PEs. Level 1 routers are placed in between

layers to reduce the length of TSVs. Figure 4.14(c1) shows the vertical connection

between the routers from level 1 to level 2. Table 4.8 shows the details about the

changes added to the simulator for 4-layer 3D BFT topology.

Table 4.9 depicts the total number of resources such as network, number of routers,

link details of the 2D and 3D of Mesh and BFT variants. From Table 4.9, the 4-layer

3D Mesh has a reduction in horizontal links from 112 to 96, and there are 48 extra
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Figure 4.13: (b1) 8× 4× 2 3D Mesh with two stacked layers connected using TSVs.
(b2) Inter-layer connections.

Figure 4.14: (c1) 4× 4× 4 3D Mesh with four stacked layers connected using TSVs.
(c2) Inter-layer connections.

VLs compared to 2D NoC mesh topology.

4.4 Experimental Setup

The BookSim2.0 simulator has extended to support 3D NoCs by adding (a) TSV delay

and power modules, (b) Orion power and delay modules for horizontal links. The

57



Table 4.8: Floorplan based 2D BFT and 3D BFT variants topology details.

Changes made 2D BFT 2-layer 3D BFT 4-layer 3D BFT

New parameters HL1-HL4 HL1-HL3 VL1 HL1-HL3, VL1, VL2

Topology name flbft bft2l bft4l

Route Function Nearest Common Ancestor (NCA)

Table 4.9: Total resources in the 2D and 3D variants of Mesh and BFT considered
in this work. Network size is 64 PEs. Links are horizontal (HL) and vertical (VL).

VC is the number of virtual channels and D is buffer depth per V.

NoC Topology Network (x/k,y/n,z) Router (In,Out,VC,D) Link counts HL,VL

X Y Z No. Router In/Out VC D HL VL

2-D Mesh 8 8 1 64 5/5 8 7 112 0

2-layer 3D Mesh 8 4 2 64 6/6 8 6 108 32

4-layer 3D Mesh 4 4 4 64 6/6, 7/7 8 6 48 0

2-D BFT 4 3 1 28 4/4, 8/8 8 16 96 48

2-layer 3D BFT 4 3 2 28 4/4, 8/8 8 16 32 16

4-layer 3D BFT 4 3 4 28 4/4, 8/8 8 16 40 8

HotSpot6.0 thermal analysis tool has been extended to support by, adding (a) TSV

area and power model, and (b) Router area and Power model. Figure 4.7 shows the

overall modified simulation framework for power, performance and thermal behaviour

of 3D NoC architectures. In all four 3D variants of Mesh and BFT topologies are

implemented in BookSim2.0 as mesh2l, mesh4l, bft2l, and bft4l. Link delays are

provided as Horizontal Delay (HL), Vertical Delay(VL) and TSVs(Height, diameter

and pitch) details.

The link delays are configurable and can be varied based on the floorplans of the

NoCs. By default, HL and VL are one clock cycle. Table 4.10 shows experimental

set up in BookSim2.0 simulator. All temperatures are in degree Kelvin(K), and the

HotSpot6.0 simulations are run in the environment specified in Table 4.11.
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Table 4.10: NoC BookSim2.0 parameter for 2D and 3D Mesh and BFT variants.

Input configuration Input values

Topology mesh, mesh2l, mesh4l, bft2d, bft2l, bft4l

Size k=4, 8 and n=2, 3

Number of VCs, VC buffer size 8, 12

Routing xy, xyz, nca, nca_RROD, nca_ROD

packet size 5

Traffic pattern Uniform, Transpose

injection rate 0.02 to 0.20

sample period 10000 (cycles)

simulation count 10

Table 4.11: Thermal evaluation Simulation Environment.

Environment variable Specification

Simulator HotSpot6.0

Operating Frequency 2.5 GHz

Activity Factor 0.15

Clock Cycles(cc) 100000

Topology Simulated 2D, 2-layer and 4 -layer

3D Mesh and 3D BFT variants

TSVs per Vertical Link(TSVL) 64

Power Consumed per TSV(PCT ) 4.2 µW
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4.5 Results and Discussion

4.5.1 Average Network Latency

Average network latency obtained from BookSim2.0 using default link latencies and

from floorplan based link latencies are plotted in Figure 4.15 (a) and (b) for 2D Mesh

and 2D BFT respectively. Using floorplan based link lengths and corresponding delays

in simulation, an increase in average network latency from 19% to 43% is observed.

Floorplan and accurate delay estimation plays a significant role to observe the accurate

performance of the NoC architecture. An increase in average network latency up to

1.45× is observed in Mesh, and up to 8× in BFT topology using floorplan derived,

accurate link delays in the simulation. BFT topology link length 2.5× greater than

the Mesh, resulting in a larger increase in the average network latency.
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Figure 4.15: Average network latency comparison with accurate link delay
modelling. (a) 2D Mesh(default link delay) and 2D Mesh with accurate link delay

and (b) 2D BFT(default link delay) and 2D BFT with accurate link delay.

A Evaluation of Random Output Deflection(ROD) and Round Robin
Output Deflection (RROD) routing (NCA) in BFT topology

Figure 4.16 depicts the comparison of latencies of 2-layer 3D BFT topology for random

and round robin output deflection routing for uniform and transpose traffic pattern.

In Figure 4.16, there is a 10 to 13% increase in the overall network latency for

RROD compared to ROD. With RROD, the flow of flits balanced between links which

lead to the transfer of more flits compared to ROD. RROD routing is selected as the
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Figure 4.16: Average network latency comparison for 2-layer 3D BFT for RROD and
ROD routing.

best output path selection for the BFT topology variants compared to ROD routing.

In further evaluation, RROD is used as output path in 2D and 3D BFT NoC variants.

4.5.2 Performance Evaluation of 3D Mesh and BFT

In Figure 4.17, the average network latency comparison of both 2D and 3D variants

of Mesh and BFT with uniform and transpose traffic patterns is shown. Results are

shown for VC=8 and buffer-depth(D)=12.

A Mesh Topology

The Mesh topology shows improved performance on the uniform traffic pattern com-

pared to the transpose traffic pattern for all variants. In Figure 4.17 (a), the 4-layer

3D Mesh with uniform traffic shows up to 2.3× improvement over 2D Mesh uniform

and up-to 2× improvement over 2-layer 3D Mesh. The 2-layer 3D Mesh with uniform

traffic shows up-to 1.11× improvement over 2D Mesh for uniform traffic pattern.

The 4-layer 3D Mesh with transpose traffic shows up-to 3× improvement over 2D

Mesh transpose and up-to 3.1× improvement over 2-layer 3D Mesh transpose. The

2-layer 3D Mesh with transpose traffic shows up-to 1.1× improvement over 2D Mesh

for transpose traffic pattern. The improved performance in 3D Mesh is due to the

replacement of horizontal wires with the TSVs (wire delay is 4× greater than the TSV

delay) and additional vertical connection(Table 3.3).

The 4-layer 3D Mesh with uniform traffic shows up-to 2.3× improvement over
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Figure 4.17: Average network latency comparison between uniform and transpose
traffic pattern for 2D and 3D variants of (a) Mesh topology and (b) BFT topology

4-layer 3D Mesh transpose traffic pattern. The 2-layer 3D Mesh with uniform traffic

shows up-to 3.4× improvement over 2-layer 3D Mesh transpose traffic pattern. The

uniform distribution of the packets in uniform traffic results in lower contention in

the links compared to the transpose traffic pattern.

B BFT Topology

The BFT topology shows improved performance on transpose traffic pattern compared

to uniform traffic pattern for all variants. In Figure 4.17 (b), the 4-layer 3D BFT with

uniform traffic shows up-to 1.2× improvement over 2D BFT uniform and up to 1.3×

improvement over 2-layer 3D BFT uniform.

The 4-layer 3D BFT with transpose traffic shows up-to 1.2× improvement over

2D BFT transpose and up-to 1.3× improvement over 2-layer 3D BFT transpose. In

the 3D BFT topology, average delays of wire delay are 21× than the TSV delay as

shown in Table 3.3, and eight horizontal wire links are converted to TSV links.

The 4-layer 3D BFT with transpose traffic shows up-to 1.1× improvement over

4-layer 3D BFT uniform traffic pattern. The 2-layer 3D BFT with transpose traffic

shows up-to 1.2× improvement over 2-layer 3D BFT uniform traffic pattern. The

transpose traffic results in better localised traffic compared to the uniform traffic

pattern.

4.5.3 Average Energy per Flit (EPF)

The Figures 4.18 (a) and (b) depict the average energy consumption per flit of 2D

and 3D variants of Mesh and BFT topologies.
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Figure 4.18 (a) depicts the EPF of 2D and 3D Mesh topology variants for both

uniform and transpose traffic. The 4-layer Mesh topology has average 15% reduction

of EPF compared to 2-layer 3D Mesh and 35% reduction in 2D Mesh for both uniform

and transpose traffic. The 2D and 3D Mesh variants with a uniform traffic has a 10%

reduction of EPF compared to transpose traffic.
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Figure 4.18: (a) Average EPF for 2D and 3D Mesh topology variants (b) Average
EPF for 2D and 3D BFT topology variants.

Figure 4.18 (b) shows the EPF of 2D and 3D BFT topology variants for both

uniform and transpose traffic. The 4-layer BFT topology has average 40% reduction

of EPF compared to 2-layer 3D BFT and 75% reduction in 2D BFT for both uniform

and transpose traffic. The 2D and 3D BFT variants with transpose traffic has a 15%

reduction of EPF compared to uniform traffic.

4.5.4 Energy Delay Product (EDP)

Figure 4.19 shows the EDP of 2D and 3D variants of Mesh and BFT topology for

uniform and transpose traffic patterns. The EDP is the product of average network

latency and average Energy per flit.

Figure 4.19 (a) depicts EDP of all variants for uniform traffic pattern. The 4-layer

3D Mesh has the lowest EDP, 2-layer 3D Mesh is the second lowest EDP compared

to other variants. Figure 4.19 (a) shows the EDP of all variants for transpose traffic

pattern.

3D Mesh variants have the lowest EDP compared to 3D BFT variants as there is

80% reduction link lengths and up to 3× larger TSVs in 3D Mesh. The 4-layer 3D
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Figure 4.19: Normalized EDP of 2D and 3D Mesh and BFT topology for (a)
Uniform traffic pattern (b) Transpose traffic pattern.

BFT transpose has the nearest EDP(1.5×) compared to 4-layer 3D Mesh transpose

and by optimising 2-layer and 4-layer 3D BFT designs can achieve a lower EDP than

4-layer 3D Mesh. The 2D BFT has the largest EDP because of delay of links, and

the horizontal links are up to 2.5× larger compared to other variants as discussed link

delay analysis.

4.5.5 Thermal behaviour

A general observation in all of the evaluated architectures is that the outer routers

show lower temperature values than those located at the centre. This can be observed

as a sharp increase in the router temperatures along the x-axis after the first few

routers. This is because heat dissipation is good at the boundary, but the elements

in the middle of the die are surrounded from all sides. The only way heat can escape

is through the Thermal Interface Material below. Hence the elements at the centre

get hotter than the boundary elements over the duration of the simulation.

The position of the router in the floorplan of the chip has an effect on the heat

distribution across its neighbours. The Data cache and Integer Registers are the

primary regions where the temperature is high due to their relatively higher power

consumption in each time step. After R_31(in Figure 4.20 (d) and (e)), the remaining

routers correspond to the lower core floorplan layer, closer to the heatsink.
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A Router next to Data cache

The router is sandwiched between the hot Data cache and Integer Registers(Figure

4.20(a)). As a consequence of thermal conduction, the router’s temperature at the

end of the simulation is also high(The heat generated from Data cache directly affects

router)(Figure 4.20(d)).
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Figure 4.20: Heatmaps in a 64-core (a) 3D Mesh architecture with the router next
to the data cache, (b) 3D Mesh architecture with the router shifted away from the
data cache and Temperature distribution across routers in (c) 3D Mesh architecture
with the router next to the data cache, (d) 3D Mesh architecture with the router

shifted away from the data cache.

B Router shifted away from Data cache

The thermal aware architecture layout overcomes the thermal shortcomings of the

naive 3D Mesh. By shifting the router towards the centre, contact with the Data

cache is reduced and completely avoided with the Integer Registers. As a result, the

(Figure 4.20(b)) shows lower temperature in the router. Hence, by placing the router

away from the elements that tend to heat up due to their higher power consumption,

the router is less hotter than the naive 3D mesh. However, this also means that the

Data cache has lesser places to dissipate heat and hence, heats up more than it would

if the router was directly next to it. The average of the maximum temperatures of

all the routers in a 4 x 8 x 2 3D NoC is lowered by 3% in the thermal aware Mesh
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architecture(Figure 4.20(d)).

4.5.6 Thermal behaviour of a 3D Mesh and 3D BFT topology

A Mesh topology

Figures 4.21 (a), (b), (c), and (d) shows the thermal behaviour of 2D, 2-layer, 4-layer

3D and comparison of 2D and 3D variants Mesh topology respectively. The tempera-

ture variation in the 2D Mesh topology follows the pattern of high temperature in the

middle router compared to the corner routers, i.e, 8 x 8 Mesh topology two routers

and last router at every X radix shows the drop in temperature up to 7 degree Celsius

compared to centre routers. 2-layer 3D Mesh shows the also follows the pattern of

corner router with low temperature. The layer 1 routers(router 0 to 31) shows an

average of 8 degree Celsius more than the layer 0 routers(router 32 to 64). Within

each layer, the corner routers show less temperature compared to centre routers.
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Figure 4.21: Thermal behaviour of (a) 2D mesh Topology (b) 2-layer 3D Mesh
Topology (c) 4-layer Mesh topology (d) Average thermal behaviour comparison of

2D and 3D Mesh variants.
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Similarly, the 4-layer 3D Mesh also follows the pattern of corner router with low

temperature, and the layers which are near to heat sink have a lower temperature.

The layer four routers(router 0 to 15) show average 20 degree Celsius more than the

layer 0 routers(router 48 to 63). Within each layer, the corner routers show less

temperature compared to centre routers. The layers which are away from sink have

a higher temperature.

B BFT topology

Figures 4.22 (a), (b), (c), and (d) show the thermal behaviour of 2D, 2-layer, 4-

layer 3D, and comparison of 2D and 3D BFT variants respectively. The temperature

variation in the 2D BFT topology follows different pattern compared to the Mesh

topology. It is because of the routers organization in BFT. The pattern is, routers

which connects to core have high temperature and it is because these routers are

concentrated (C=4). The Level Zero routers have low temperature compared to higher

levels in BFT topology.
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Figure 4.22: Thermal behaviour of (a) 2D BFT topology (b) 2-layer 3D BFT
topology (c) 4-layer 3D BFT topology (d) Average thermal behaviour comparison of

2D and 3D Mesh variants.
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The 2-layer 3D BFT also follows the pattern of 2D BFT topology lower level router

with low temperature. The layer one routers show an average of 5 degree Celsius more

than the layer 0 routers. Similarly, the 4-layer 3D BFT also follows the pattern of

corner router with low temperature and the layers which are near to the heat sink with

lower temperature. The layers which are away from sink have a higher temperature,

and good packaging helps in controlling the thermal effect on the NoC architecture.

A general observation in all of the evaluated architectures is that the outer cores

show lower temperature values than those located at the centre. This is because heat

dissipation is better at the edge of the floorplan, but the elements in the middle of

the die are surrounded from all sides. The only way heat can sink is through the

Thermal Interface Material below. Hence the elements at the centre get hotter than

the boundary elements over the duration of the simulation. It is evident that the

routers in the naive setup register higher maximum and minimum temperatures as

compared to the proposed thermally aware floorplan.

C Router Power Analysis

The Power dissipation of routers is observed under uniform traffic pattern for 2D BFT

and 2D Mesh topologies at 0.01 injection rate. The runtime power trace generated

from the BookSim2.0 simulator is fed to the HotSpot6.0 to generate the heat dissi-

pation of the NoC architecture. Router’s power(mW) utilisation is generated from

1000cc to 10000cc with an interval of 2000cc for Mesh topology(64-router) and BFT

topology(28-routers).

Table 4.12 shows the average of the router powers at each level of the BFT topol-

ogy. From Table 4.12, it is observed that the level-1 routers have higher power usage,

level 2 has the least power usage and level-0 has medium power usage. Considering

nodes 0-3 as sources, the level-1 routers transfer packets from 4 to 63(up to 90%). The

level-0 routers transfer packets from 32 to 63 (up to 50%). Level 2 routers transfer

packets for 0-3 (only 10%).

Table 4.13 depicts the average power utilisation of peripheral routers on each(left,

top, right, bottom) side and middle routers of Mesh topology.

The evolution of overall power that has been consumed by the routers throughout

the simulation is observed. The overall thermal dissipation is identical for all routers
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Table 4.12: Average of router’s power of each level of 2D BFT topology with interval
of 2000cc.

Average power(mW)

Level 0 (R0 to R3) Level 1 (R4 to R11) Level 2 (R12 to R27)

2000 30.6977 31.6374 30.1445

4000 29.1810 29.9401 29.1623

6000 28.6611 29.3543 28.8281

8000 28.4031 29.0668 28.6686

10000 28.2285 28.8741 28.5811

Table 4.13: Average of router’s power utilisation of peripheral routers (each side)
and middle routers of Mesh topology.

Left column Top row Right column Bottom row Middle routers

2000 10.2467725 10.1711225 10.2551875 10.3467875 10.4728

4000 9.91973375 9.90385875 9.94620125 9.96809875 10.0679

6000 9.82164625 9.81374 9.82349875 9.8513875 9.9296

8000 9.768175 9.76879 9.77123 9.78861125 9.8547

10000 9.745785 9.7327425 9.73685625 9.75603625 9.8098

in each time interval. The thermal dissipation of the routers is influenced by the

adjoining PE temperature. The power and temperature of the PEs overshadow the

small variation in router power and thermal behaviour. Further, the router power

values indicate that the traffic is uniformly distributed in the Mesh(unlike the BFT).

4.6 Summary

The presented simulator can be used to observe the Power, Performance and Thermal

behaviours of 3D NoC architecture. The TSV based power and delay model is in-

corporated into BookSim2.0 to estimate accurate power and performance of 3D NoC

architectures. The support of irregular (Variable radix at each dimension(X, Y, Z))
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3D Mesh with ZXY routing and BFT topology variants with nearest common ances-

tor have been implemented. The Mesh performs better than BFT topology due to

its topology structure, i.e. links, router input ports, and buffers are larger in the 2D

and 3D Mesh compared to 2D and 3D BFT. 3D Mesh variants have the lowest EDP

compared to 3D BFT variants as there is 80% reduction link lengths and up to 3×

larger TSVs in 3D Mesh. The 4-layer 3D BFT transpose has the nearest EDP(1.5×)

compared to the 4-layer 3D Mesh transpose. Optimising the 2-layer and 4-layer 3D

BFT designs can lead to lower EDP than 4-layer 3D Mesh. The thermal aware 3D

Mesh architecture layout overcomes the thermal shortcomings of the naive 3D Mesh.

The average of the maximum temperatures of all the routers in a 4 x 8 x 2 3D NoC

is lowered by 3% in the thermal aware Mesh architecture. The thermal behaviour

of the 4-layer Mesh and BFT topologies shows that the corner routers have lower

temperatures. In both topology variants, the layer closer to the heat sink are cooler

by 20 degrees Celsius compared to the other layers.
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Chapter 5

Area, Power and Performance
analysis of Optimal 3D BFT NoC
Architecture

In this chapter, the work explores power and performance tradeoffs in two variants

of 2-layer 3D Butterfly Fat Tree (BFT) topology using a floorplan driven approach.

The first 3D BFT variant analyzed is a standard stacked BFT (3DBFT) derived

from a 2D BFT topology. The performance of the output flow control has been ana-

lyzed using the random and round robin output based deflection routing for 3D BFT

variants. A power-performance optimal 3D BFT (OP3DBFT) is evolved from the

standard 3DBFT using overall performance, link and TSV minimization, and power-

performance trade-offs. A new OP3DBFT(Optimal Power and Performance 3DBFT)

architecture with round-robin deflection routing(RROD) is proposed as power and

performance optimal 2-layer 3D NoC architecture.

5.1 Analysis of 2D and 3DBFT Topology

An equivalent 3D BFT topology is constructed from the 2D BFT topology. Floorplans

of both the 2D and 3D BFT topologies are shown. TSV serialization and routing

options in the BFT topologies are analyzed.

5.1.1 Floorplanning

The conventional 64 PE BFT topology is shown in Figure 5.1. Except for the top

level routers(which have four ports each), all routers contain six ports. The ports

of all the 6-port routers are connected as follows: four ports connected to all four
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child nodes, remaining 2-port connect to two parent nodes. Figure 5.2 shows the

floorplan of the 2D BFT topology. The floorplan consists of a system with a tiled

Chip Multiprocessor containing 64 Sun-SPARC cores(area of each core is 3.4mm2)

(Xu et al., 2012). Router area is estimated from the ORION area module. Table 4.6

lists some of the microarchitectural parameters used to derive the floorplan. Based

on the floorplan, the 2D BFT has five different link lengths. The links length are used

to estimate the delay of the link for performance evaluation (shown in Table 5.2).

Figure 5.1: 64 node BFT topology with three levels. Level 1 is of 4 router, level 2 of
8 routers, level 3 of 16 routers. The leaves are the PEs which are connected to

level-3 routers and 4 PE’s per router.

The 3D BFT floorplan is derived from the 2D BFT floorplan by equally distribut-

ing the PEs and the associated routers in 2-layers (Figure 5.3 ). The level 2 routers

are moved closer to level 1 routers to reduce the link length. Eight vertical links,

made up of TSV bundles, are shown in the 3DBFT floorplan.

5.1.2 Through Silicon Via Link Delay Model

The propagation delay depends on the dimensions(TSV length, radius and pitch)

of TSVs. Khalil et al. (2008) use an analytical model of TSVs to get the TSVs

delay, power and valid TSV configuration. An analytical model of the propagation

delay of the TSV is shown in Algorithm 1. TSV delay depends on Height/Length(l),

Diameter(d), and Pitch/Separation(s). The safe limits (safe limits are from Lee et al.
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Figure 5.2: Floorpan of 2D BFT topology.

Figure 5.3: (a) Floorplan of 3DBFT (two-stacked layer) BFT connected using
TSVs(8× 4× 2). (b) Inter-layer connections.

(2014); Weerasekera et al. (2009)) of each parameter microarchitectural details are

considered to avoid the manufacturer complexity during the fabrication process. The

safe limits of each parameter are considered to the generated set of TSVs configuration.

The TSVs configuration with 20µm height, 20µm diameter, and 40µm pitch yields
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the lowest TSV power.

5.1.3 Data Serialization over TSVs

Data serialization is used to reduce the area footprint of TSVs with an additional

power overhead. The channel size used in this work is 64 bits. The area footprint

of 64-bit TSVs connection adversely affects the overall area of the chip. The lowest

yield TSV configuration (h=20µm, d=20µm and p=40µm) has a higher pitch. The

area of TSVs is directly proportional to the pitch size. 2:1 data serialization have

been considered to reduce the overall area of the TSVs, hence the footprint area of

TSVs is decreased to half after 2:1 data serialization have been considered(64 TSVs

to 32 TSVs). Table 5.1 shows the TSV design parameters such as, TSV count, Keep

Out Zone (KOZ) and dimensions for non-serialized and 2:1 serialized TSVs. The

TSV array dimension reduces to half in the case of 2:1 serialized TSVs. The delay

of the TSV is 50ps, which is much smaller than 0.4ns (2.5GHz). The TSV delay is

considered as one clock cycle throughout the paper.

Table 5.1: Parallel and serial case with the TSVs design parameters and TSV
count

1:1 TSVs(per channel) 2:1 Serialisation TSVs (per channel)

TSVs count 64 32

KOZ (µm) 5 5

TSV array dimension (µm) (TSV+KOZ) 270 x 640 135 x 640

5.1.4 Nearest Common Ancestor(NCA) Routing in BFT Topol-
ogy

Figure 5.4 shows the example of possible routing paths from source(node-0) to des-

tination (node-32). The destination (node 32) can be reached from source ( node-0

) by two different output paths. Similarly, there is always two paths for each packet

which ejects from any source. The two different paths are available in Level 3 and

Level 2, so alternative paths can be chosen. Random output path selection and round

robin output path selection are analysed in the NCA algorithm flowchart(Figure 5.7).

74



Figure 5.4: 2D BFT topology with two path flows from node 0 to node 32.

A Random and Round Robin Output Based Deflection Routing

Nearest Common Ancestor (NCA) (in Algorithm 4) is implemented in routfunc-

tion.cpp for 2D and 3D BFT variants. NCA identifies the minimum and maximum

reachable destination at each router and then forwards packets to an appropriate

output port of the router.

In BFT topology, there are two upward paths per level, per source and desti-

nation pair(from Node 0 to 32, Figure 5.4), with an equal number of hops in each

path. Hence this allows alternative paths to be chosen to avoid congestion and ob-

tain improved on chip communication. Random Output Deflection(ROD) and Round

Robin Output Deflection (RROD) path selection mechanism are analysed in the NCA

algorithm(Algorithm 4 and 5).

The ROD routing selects one of two output ports at each level arbitrarily per

packet. Figure 5.5 depicts the scenario for node 0 to 32 and 3 to 35. ROD routing

algorithm is presented in algorithm 5. It can be observed that during random output

deflection, there may be chances of selecting the same output port for two different

packets which may lead to congestion which increases the communication latency.

RROD selects output port in round-robin manner(Figure 5.6) while routing a

packet (Algorithm 4, 5). Figure 5.6 shows a selection of alternative port for routing

packets. The RROD Output Deflection is shown in Algorithm 5. This experiment

shows that RROD leads to less congestion, better communication latency compared
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Figure 5.5: ROD routing for from node 0 to node 32 and node 3 to node 35 for
2D BFT topology.

to ROD.

Figure 5.6: RROD - from node 0 to node 32 and node 3 to node 35 for 2D BFT
topology.

Random Output Deflection (ROD) routing is illustrated in Figure 5.5. ROD is

a selection of random output path while sending flits from source to destination. In

ROD, selecting same output port for different packets leads to additional latency due

to contention. In the Round Robin Deflection (RROD), the output path is selected

in round-robin order (Figure 5.6). The alternative output path selection helps in

balanced traffic on links. Figure 5.7 depicts NCA flowchart algorithm with both

ROD and RROD path selection mechanisms.
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Algorithm 4: NCA Routing algorithm for both 2D and 3D BFT.
Input: cur node, flow and dest node
Output: output_port from cur node to dest

1 if cur!=dest then
2 Find the cur node level(nl) and Position of node (rp) in the level ;
3 if nl ==zero then
4 output_port = dest/16

5 else if nl==1 then
6 Find Lowest(min) node and maximum(max) node which can reach

from cur;
7 if dest is in beween max and min then
8 out_port=(dest/4)%4;

9 else
10 out_port=getoutport(flow);

11 else
12 Find Lowest(min) node and maximum(max) node which can reach

from cur;
13 if dest is in beween max and min then
14 out_port=(dest%4);

15 else
16 out_port=getoutport(flow);

Algorithm 5: ROD and RROD routing function in NCA for 2D and 3D
BFT topology.
Input: Output flow (flow)(ROD or RROD)
Output: output_port

1 Function getoutport(flow):
/* Random Output Deflection (ROD) */

2 if flow==ROD then
3 out_port=rand()%2+4;

/* Round-Robin Output Deflection (RROD) */
4 else
5 if RB==1 then
6 out_port=4; RB=0;

7 else
8 out_port=5; RB=1;

9 return out_port ;

5.1.5 Link Delay Estimation

The floorplan based link delays are estimated using ORION RC delay models (2.5GHz

frequency) for wires and TSVs delay, power, and valid TSV configuration using Khalil
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Figure 5.7: NCA Routing flowchart of BFT topology with ROD and RROD.

et al. (2008) model, which takes TSV length, radius and pitch as input parameter

to get the power and delay of the TSVs. An ideal TSV configuration is generated

using the safe limits of each parameter. TSV delay depends on the Height/Length(l),

Diameter(d) and Pitch/Separation(s).

Table 5.2 shows the delays of the horizontal wires and the TSVs in 2D and 3DBFT

based on the floorplans. Each vertical link contains 32-TSVs (2:1 serialisation), TSVs

count; TSVs delay of each vertical link is depicted in the last two columns of Table

5.2.
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Table 5.2: Link length and delay details of BFT topologies variants.

Topology Wire (mm) Delay (clock cycle) Number of TSVs (32-TSVs per link) Delay (Clock Cycle)

2D BFT

9.376 92 - -

8.976 85 - -

4.4889 21 - -

4.088 18 - -

3DBFT

8.176 68

7.776 63

4.088 18 256 1

3.688 14

1mm 1

5.2 Power and Performance Optimal OP3DBFT

The utilization of TSVs in a conventional 3DBFT are analyzed under synthetic traf-

fic patterns. The TSVs with the least utilization are removed under performance

constraints. The optimal 3DBFT (OP3DBFT) topology and floorplan are presented.

5.2.1 TSV Count Minimisation

Figure 5.8 depicts the vertical links (L1 to L8) with red and blue colours of 3DBFT

topology. The channel width of each link is 64-bit. A 64-bit TSV channel, with

64 pairs of signal and ground TSVs results in a prohibitive area of 0.1728µm2. The

reduction in the TSV area through 2:1 serialisation is presented in Section 5.1.3.

Table 5.3 depicts the vertical links(L1-L8) utilisation of 3DBFT topology for uniform,

transpose and bit-reversal traffic.

Table 5.3: Links utilisation (Injection rate=0.018) of 3DBFT (8-vertical links
(TSVs)) for uniform, transpose and

bit-reversal. Average utilisation of 3DBFTis 40% and OP3DBFT is 80%.

Traffic

pattern

3DBFT

L1 L2 L3 L4 L5 L6 L7 L8

Uniform 0 43.062 21.619 21.463 43.673 43.032 43.679 43.742

Transpose 65.128 65.092 43.402 43.524 43.648 43.509 43.242 43.737

bit-reversal 65.128 65.092 43.402 43.524 43.648 43.509 43.242 43.737

79



Figure 5.8: 2D BFT links with red and blue (L1 to L8) colors are vertical links for
3DBFT topology.

Table 5.4: Links utilisation (Injection rate=0.018) of OP3DBFT (2-vertical links
(TSVs)) for uniform, transpose and bit-reversal.

Traffic pattern OP3DBFT

L1 L2

Uniform 83.759 84.419

Transpose 84.303 84.581

bit-reversal 83.968 83.968

The average utilisation for 3DBFT is 32%, 47%, 48% for uniform, transpose and

bit-reversal traffic respectively. An average of 50% links(TSVs) are under-utilised in

the 3DBFT topology. Further this work attempts to reduce the number of vertical

links without affecting the overall performance of the BFT.

Figure 5.9 shows the modified 3DBFT topology, with only 2 vertical links (reduced

from 8). One TSV link is removed from Level-1 routers, thereby reducing the degree of

the routers from 4 to 3. The overall connectivity has not been altered. By Applying
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TSV serialisation and TSV count minimisation, the OP3DBFT is proposed. The

topology and floorplans are shown in Figure 4.8. Table 5.4 lists the link utilisation of

L1 and L2 links for uniform, transpose and bit-reversal traffic patterns. The average

link utilisation for OP3DBFT is 84%, 85%, and 85% for uniform, transpose, and

bit-reversal traffic respectively.

5.2.2 OP3DBFT - Topology and Floorplan

Figure 5.9 shows modified 3DBFT topology where each layer consists of 32 PEs each.

Level-1 routers have a degree of 3 - one output port of each router connects the next

odd router in level-0 (vertical interconnection) and two output ports are connected to

level-1 routers (horizontal links). Figure 5.10() shows the floorplan of the OP3DBFT.

Figure 5.9: Modified BFT topology (OP3DBFT)

In modified 3DBFT, six links(vertical interconnect) are reduced to two as compare

to 3DBFT (Figure 5.10). There are only two different link lengths (4.088mm and

3.688mm) based on OP3DBFT floorplan. The delay of both links is 13 clock cycles.

The OP3DBFT has up to 80% lesser TSVs, 75% lesser TSV area is compared to the

regular 3DBFT.
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Figure 5.10: (i) 8 x 4 x 2 2-layer OP3DBFT with two stacked layers. (ii)
Inter-layer(TSVs) connections.

5.3 Experimental Setup

The BookSim simulator has been extended to support 3D NoC by adding (a) TSV

delay and power modules for vertical links, (b) Orion power and delay modules for

horizontal links. The floorplan module takes the input as the topology, PE size,

and router area to output the lengths of the links. These parameters are passed to

link delay and power module. Link delay module calculates the delay of individual

horizontal and vertical links. The horizontal link (TD_H) delay is calculated using

ORION, and vertical link delay(TD_TSV) is calculated from TSV delay module.

The delay of individual link is passed to the simulator to create a topology(build

network). Links (horizontal wire and verticals) delay have been modelled(as described

in the Section 5.1.5). The 3DBFT topologies as shown in Figure 5.3 and 5.10 are

implemented in simulator. The nearest common ancestor algorithm with ROD and

RROD routing is implemented for 64 nodes. The routing functionality and BFT

network topology is tested and implemented in BookSim simulator. Power module

takes the links length and router details to calculate the accurate power details. The

vertical links power(TD_TSV) is calculated using the TSV power module. The router
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(Pr) and horizontal links power(PD_H) are calculated using ORION. The accurate

power details are used when the transfer of flits starts. The topologies simulated in

BookSim are 2D BFT, 3DBFT, and OP3DBFT with network size 64-nodes. There

are 28 routers with a 8 VCs per port with a VC buffer depth of 16. The simulation

time is of 105 cycles.

5.4 Results and Discussion

5.4.1 Performance Analysis

The performance comparison of 3DBFT and OP3DBFT for uniform, transpose and

bit-reversal traffic is shown in Figure 5.11. The OP3DBFT has a performance im-

provement of up to 1.54×, 1.38×, and 1.37× compared to 3DBFT uniform, transpose

and bit-reversal traffic respectively. The performance is improved because there is

reduction of up to 75% of TSV count i.e. 6 vertical links have been reduced compared

to the regular 3DBFT.
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Figure 5.11: Latency comparison of 2-layer and OP3DBFT topology for uniform,
transpose and bit-reversal traffic.
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5.4.2 Energy Analysis

Energy(Joules) per flits (JpF) for 3DBFT and OP3DBFT is calculated using Equation

1. Figure 5.12 shows the Joules per flit of OP3DBFT and regular 3DBFT variants

for uniform, transpose and bit-reversal traffic. From the results,OP3DBFT has av-

erage 23% decrease in JPF compared to regular 3DBFT. The JPF in OP3DBFT

has decreased up-to 23%, 22% and 21% in uniform, transpose and bit-reversal traffic

respectively.
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Figure 5.12: Energy per flit comparison of 2-layer and OP3DBFT topology for
uniform, transpose and bit-reversal traffic.

5.4.3 Energy Delay Product (EDP)

Figure 5.13 shows the Normalised EDP of OP3DBFT and regular 3DBFT variants

for uniform and transpose traffic pattern. The transpose and bit-reversal traffic has

average reduction of EDP up to 10% and 11% compared to uniform traffic pattern in

3DBFT topology throughout the simulation(Figure 5.13)as BFT is suited for localised

traffic rather than uniformly distributed traffic. The EDP is the product of average
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network latency and average energy per flit. The OP3DBFT shows 46%, 44% and

44% reduction in EDP compared to 3DBFT uniform, transpose and bit-reversal traffic.

Overall, the OP3DBFT’s EDP is lower than 3DBFT because there is a reduction in

OP3DBFT’s latency (Figure 5.11) and energy (Figure 5.12) compared to 3DBFT.
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Figure 5.13: Normalised EDP of regular 3DBFT and OP3DBFT for uniform,
transpose, and bit reversal traffic.

5.4.4 Area Utilization

The BFT topologies have been implemented using CONNECT, a web-based NoC gen-

erator tool(Papamichael, 2011). The HDL models of OP3DBFT have been obtained

by modifying the BFT HDL models. The synthesis results have obtained using Xilinx

Vivado. Xilinx Artix-7 XC7A200T FPGA board has used to analyse the FPGA re-

source utilization and Table 5.5 shows the detailed synthesis results. From Table 5.5,

it can be seen that the regular 3DBFT topology consumes 1.12% more LUTs than

Optimal Power and performance 3DBFT topology. The proposed topology has 12%

reduction in the area compared to regular BFT topology without compromising in its

performance.
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Table 5.5: Synthesis results of 3DBFT Topology variants

H/W utilisation (%) 3DBFT OPP3DBFT

LUTs 54.6 50.04

FFs 10.47 9.72

Freq 100 MHz 100 MHz

5.5 Summary

A novel, low cost, power-performance optimal 3D BFT topology (OP3DBFT) is pro-

posed. OP3DBFT is evolved from the standard 3D BFT after eliminating extraneous

TSV links under a performance constraint. The utilization of links in 3DBFT is ana-

lyzed under the uniform, transpose and bit-reversal traffic. The regular 3D BFT and

the OP3DBFT employ 2:1 serialization to reduce the area footprint of the TSVs links.

Two path selection schemes, the round-robin output(RROD) and the random(ROD)

selection, based on the Nearest Common Ancestor routing are used to evaluate the

performance of the BFT topologies. State-of-the-art TSV delay and power mod-

els have been incorporated into the BookSim simulator. The delays of horizontal

wires are derived from ORION delay models. The OP3DBFT shows up to 1.44×,

1.38× and 1.37× performance improvement compare to 3DBFT uniform, transpose

and bit-reversal traffic respectively. OP3DBFT performs better due to its modified

structure(75% of TSV count reduction). The Joules Per Flit(JPF) in OP3DBFT has

decreased up-to 23%, 22%, and 21% in uniform, transpose, and bit-reversal traffic

respectively. The EDP of OP3DBFT shows 46%, 44%, and 44% reduction compared

3DBFT uniform, transpose, and bit-reversal traffic respectively. Based on the syn-

thesis results, OP3DBFT consumes 12% lower area compared to regular 3D BFT

topology.
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Chapter 6

Conclusion and Future Scopes

The microarchitectural design space of 2D and 3D variants of the Mesh and BFT

topologies have been explored. Accurate wire delays have been derived from link delay

and TSV delay models. The lengths of horizontal links and TSVs have been estimated

using the floorplan of the respective topologies. The 3D NoC modelling capabilities

have been extended in two existing state-of-the-art simulators, viz., the 2D NoC

Simulator - BookSim2.0 and the thermal behaviour simulator - HotSpot6.0. With the

extended 3D NoC modules, the simulators can be used for power, performance and

thermal measurements through micro-architectural and physical parameters. Wire

delays have been obtained using ORION delay models. The 2D and 3D variants

of Mesh and BFT topology are characterised using uniform and transpose traffic

patterns through cycle-accurate simulation. Among Mesh and BFT topology, Mesh

shows better on-chip communication performance compared to BFT topology, as its

topology structure, i.e. links, router input ports, and buffers are larger in the 2D and

3D Mesh compared to 2D and 3D BFT.

The effect of varying multiple TSV parameters (length, diameter, and pitch) on

power and performance metrics have been investigated. The current work provides

better insights on the optimal design of 3D TSV design space. The thermal behaviour

of 3D NoC architectures has also been evaluated and a thermal aware 3D Mesh NoC

architecture has been proposed. This work has made use of accurate power estimation

models for fundamental 3D NoC elements, namely the router and TSV. The router

power has been obtained using ORION. The thermal effect of the TSV and router

position on the chip floorplan has been analyzed by modifying HotSpot for 3D Mesh

and 3D BFT NoC architectures.
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A novel, low cost, power-performance optimal 3D BFT topology (OP3DBFT)

has been proposed. OP3DBFT is evolved from the standard 3D BFT after elimi-

nating extraneous TSV links. Under a performance constraint, OP3DBFT employs

2:1 serialization to reduce the area footprint of the TSVs links. Two path selection

schemes, the round-robin output(RROD) and the random(ROD) selection, based on

the Nearest Common Ancestor routing are used to evaluate the performance of the

BFT topologies. Based on the synthesis results, optimal power and performance

2-layer 3D topology consume 12% lesser area compared to regular 3D BFT topology.

In future, a thermal aware routing algorithm that takes into account of TSVs

dynamic power to overcome the Reliability issues, TSVs faults. Further examining

of high performance computing and intensive communication applications using 3D

NoCs can be another direction of research. Several open challenges in 3D NoCs with

proper support of other emerging technologies could be the research of interest for

High high performance computing systems and applications.
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Appendix A

A.1 Routers Thermal Behaviour for 2D BFT and
2D Mesh Topologies

The runtime power trace generated from the BookSim2.0 simulator is fed to the

HotSpot6.0 to generate the heat dissipation of the NoC architecture. The detailed

description are discussed below.

Table A.1 (A) and (B) shows each router’s power(mW) utilisation from 1000cc

to 10000cc interval of 2000cc for BFT topology(28-routers). Table A.1 (c) shows the

average of the router power at each level of the BFT topology. From Table A.1 (c), it

is observed that the level-1 routers have higher router power usage, level 2 has least

power and level-0 medium power usage. Considering nodes 0-3 as sources, the level-1

routers transfer packets from 4 to 63(up to 90%). The level-0 routers transfer packets

flits 32 to 63 (up to 50%). Level 2 routers transfer packets for 0-3 (only 10%).

Table A.2 depicts each router’s power usage of the Mesh topology(64-router) from

1000cc to 10000cc with an interval of 2000. Table A.2 (A), (B), (C) and (D) depicts the

average router power utilisation of peripheral routers on each side of Mesh topology

i.e, left, top, right and bottom sides respectively. Table A.3 depicts the average power

utilisation of peripheral routers on each(left, top, right, bottom) side and middle

routers of Mesh topology.

The evolution of overall power consumed by the routers throughout the simulation

was observed. The overall thermal dissipation is identical for all routers in each time

interval. The thermal dissipation of the routers is influenced by the adjoining PE

temperature. The power and temperature of the PEs overshadow the small variation

in router power and thermal behaviour. Further the router power values indicate that

the traffic is uniformly distributed overall the routers in the Mesh(unlike the BFT).
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Table A.1: Each Router Power consumption and average router power of each level
of 2D BFT topology with interval of 500CC

Table A: Routers Power (mW) from R0 to-13

Time(CC) Routers Power (mW)

R-0 R-1 R-2 R-3 R-4 R-5 R-6 R-7 R-8 R-9 R-10 R-11 R-12 R-13

0 R-0 R-1 R-2 R-3 R-4 R-5 R-6 R-7 R-8 R-9 R-10 R-11 R-12 R-13

2000 30.3131 31.1016 31.0873 30.2886 31.6062 32.0577 31.8174 31.5484 31.8095 31.6097 31.3401 31.3099 30.2286 30.2323

4000 28.9344 29.4302 29.4231 28.9362 29.8928 30.1772 30.071 29.9067 30.0382 29.9251 29.7597 29.7455 29.204 29.2216

6000 28.4935 28.8352 28.8304 28.4853 29.3223 29.5019 29.4399 29.3216 29.4192 29.3636 29.2423 29.2229 28.8432 28.8649

8000 28.259 28.5525 28.548 28.2529 29.0291 29.1783 29.1322 29.0435 29.132 29.0811 28.9835 28.9546 28.6628 28.686

10000 28.1273 28.3344 28.33 28.1222 28.8377 28.9681 28.9108 28.8541 28.9267 28.8889 28.8253 28.7808 28.5679 28.5696

Table B: Routers Power (mW) from R14 to R27

Time(CC) Routers Power (mW)

R-14 R-15 R-16 R-17 R-18 R-19 R-20 R-21 R-22 R-23 R-24 R-25 R-26 R-27

2000 30.1462 30.4861 30.3353 29.8608 30.1268 30.185 30.3371 30.3914 30.0487 29.9279 29.9518 29.7929 30.1551 30.1051

4000 29.1488 29.3327 29.2573 29.0787 29.1531 29.1962 29.2582 29.3012 29.114 29.0536 29.0507 28.9573 29.1673 29.1012

6000 28.8064 28.9483 28.8887 28.7597 28.8192 28.8473 28.8893 28.9372 28.7832 28.7721 28.741 28.6974 28.8187 28.8327

8000 28.6352 28.7639 28.7109 28.6076 28.6448 28.6874 28.7197 28.7477 28.6327 28.6458 28.5932 28.5757 28.6444 28.7388

10000 28.5308 28.6177 28.5776 28.5043 28.5431 28.5649 28.6007 28.6281 28.5232 28.5388 28.4986 28.4964 28.5375 28.9974

Table C: Average Routers Power (mW) of each level in BFT toplogy.

Average power(mW)

Level 0 (R0 to R3) Level 1 ( R4 to R11) Level 2 (R12 to R27)

2000 30.6977 31.6374 30.1445

4000 29.1810 29.9401 29.1623

6000 28.6611 29.3543 28.8281

8000 28.4031 29.0668 28.6686

10000 28.2285 28.8741 28.5811

.
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Table A.2: Router Power consumption of 2D Mesh topology with interval of 2000CC

Table A: Routers Power (mW) from R0 to R15

Time(CC) Routers Power (mW)

0 R0 R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11 R12 R13 R14 R15

2000 9.95538 10.106 10.3734 10.2745 10.2851 10.253 10.0778 10.0438 10.258 10.3468 10.6039 10.4886 10.4586 10.4638 10.3132 10.3483

4000 9.74992 9.84027 9.98905 9.95379 9.98832 9.97052 9.88552 9.85348 9.91628 9.9598 10.1184 10.0458 10.0892 10.0192 9.94299 9.99151

6000 9.68143 9.77179 9.8704 9.87642 9.87995 9.86748 9.80195 9.7605 9.80179 9.85089 9.94719 9.91823 9.93714 9.88043 9.82018 9.8425

8000 9.6618 9.73002 9.81861 9.81603 9.83286 9.82436 9.75263 9.71401 9.74498 9.77428 9.88325 9.83985 9.86909 9.82609 9.75878 9.78304

10000 9.644 9.70496 9.77548 9.77342 9.78723 9.77441 9.711 9.69144 9.73501 9.76941 9.86899 9.81018 9.84562 9.81192 9.74569 9.75304

Table B: Routers Power (mW) from R16 to R31

Time(CC) Routers Power (mW)

0 R16 R17 R18 R19 R20 R21 R22 R23 R24 R25 R26 R27 R28 R29 R30 R31

2000 10.3697 10.5237 10.7559 10.2283 10.3451 10.4919 10.3449 10.3679 10.4317 10.5786 10.669 10.3751 10.6142 10.6356 10.4991 10.4422

4000 9.98627 10.0793 10.2556 9.99089 10.0803 10.0917 10.004 10.0164 10.0182 10.1067 10.1652 10.0041 10.1679 10.1794 10.0519 10.0527

6000 9.87913 9.95116 10.0587 9.90171 9.95013 9.9483 9.88094 9.85907 9.90984 9.9783 10.0073 9.93886 10.0292 10.0375 9.92174 9.91336

8000 9.80299 9.86411 9.97398 9.84164 9.90052 9.87744 9.80391 9.80256 9.84108 9.88489 9.92923 9.87038 9.94517 9.94345 9.82742 9.83619

10000 9.79236 9.81222 9.91818 9.7939 9.85304 9.82289 9.75769 9.75696 9.82353 9.83417 9.88204 9.82328 9.88913 9.88102 9.77083 9.78351

Table C: Routers Power (mW) from R32 to R47

Time(CC) Routers Power (mW)

0 R32 R33 R34 R35 R36 R37 R38 R39 R40 R41 R42 R43 R44 R45 R46 R47

2000 10.5218 10.5254 10.5755 10.5508 10.7328 10.5452 10.2476 10.2562 10.2562 10.5254 10.5805 10.6126 10.6959 10.6675 10.499 10.3731

4000 10.0632 10.065 10.1034 10.0777 10.2112 10.1041 9.91023 9.96052 9.92953 10.0784 10.1067 10.1087 10.1954 10.1653 10.0515 10.0172

6000 9.92983 9.90097 9.93716 9.94958 10.038 9.97487 9.82842 9.83129 9.83069 9.90039 9.92936 9.95069 10.008 9.99851 9.91225 9.87971

8000 9.86358 9.83398 9.87531 9.86292 9.94426 9.89737 9.76495 9.78084 9.7817 9.83311 9.86323 9.85666 9.90714 9.90716 9.83535 9.8176

10000 9.82382 9.78209 9.83286 9.81092 9.88201 9.83882 9.72085 9.73924 9.74628 9.78139 9.81753 9.80626 9.84629 9.84666 9.78284 9.77466

Table : Routers Power (mW) from R48 to R63

Time(CC) Routers Power (mW)

0 R48 R49 R50 R51 R52 R53 R54 R55 R56 R57 R58 R59 R60 R61 R62 R63

2000 10.1642 10.3768 10.1927 10.2813 10.1608 10.3168 10.1944 10.1359 10.0172 10.4923 10.487 10.5279 10.549 10.342 10.2848 10.0741

4000 9.89859 10.0191 9.97311 10.0024 9.98637 10.021 9.91373 9.86852 9.79588 10.0485 10.0609 10.0663 10.076 9.95827 9.92966 9.80928

6000 9.8089 9.87032 9.85031 9.89814 9.86859 9.88222 9.81012 9.77053 9.73156 9.90053 9.90766 9.9225 9.93659 9.84986 9.83137 9.73103

8000 9.74988 9.80347 9.79555 9.82434 9.80217 9.8053 9.74371 9.73615 9.69939 9.82613 9.83945 9.85014 9.8461 9.78105 9.76718 9.69945

10000 9.72084 9.75769 9.75136 9.7797 9.75665 9.75915 9.70989 9.70985 9.68044 9.77547 9.79215 9.81275 9.80952 9.75146 9.74035 9.68615
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Table A.3: Average of router’s power utilisation of peripheral routers (each side) and
middle routers of Mesh topology

Leftmost column Top row Rightmost column Bottom row Middle routers

2000 10.2467725 10.1711225 10.2551875 10.3467875 10.4728

4000 9.91973375 9.90385875 9.94620125 9.96809875 10.0679

6000 9.82164625 9.81374 9.82349875 9.8513875 9.9296

8000 9.768175 9.76879 9.77123 9.78861125 9.8547

10000 9.745785 9.7327425 9.73685625 9.75603625 9.8098

A.2 Thermal Behaviour Analysis of 2 Layer 3D CMesh
Network-on-Chip Architecture

A Concentrated Mesh

A low-cost extension of the mesh architecture(Figure A.1) where one router is shared

between a set of processing elements. Such a set is referred to as a concentration(Ex.

C=2,C=4,..). The Concentrated Mesh (CMesh) reduces the total number horizontal

links at the expense of a slight but not significant degradation in performance. A

router in a 3D CMesh setup is usually larger than a router used in 3D Mesh since

it’s responsible for routing packets from multiple cores. In order to handle this added

complexity, CMesh routers consist of 9 ports. In a 64-core 4x8x2 NoC setup, only 16

such routers are present, which is 48 lesser routers as compared to the naive 3D Mesh

architecture.

Figure A.1: 3D CMesh NoC architecture

In a 3D CMesh architecture, one router is shared between 4 cores(Figure A.2.
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After R_7, the remaining routers correspond to the lower core floorplan layer, closer

to the heatsink. It can be observed that the only major hot regions in proximity to

the router-TSV module are the upper and lower left cores. This results in the left

half of the module having a higher temperature.
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Figure A.2: (a) Temperature distribution across routers (b) Heatmaps of 3D
Concentrated Mesh Architecture.
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A.3 The Effect of Varying TSV Parameters(Length,
Diameter, TSV Pitch and Bump Height) on La-
tency and Power

An energy efficient TSV should be constructed such that it has a low length so that

less energy is spent transmitting a bit across, a low diameter since lesser power is

required to maintain the current through a smaller cylinder and a high pitch which

reduces the effective coupling capacitance from neighbouring TSVs.

From Figure A.3 it is clear that the length of the TSV is the major contributing

factor to the latency for different fixed values of TSV Diameter and Pitch. Varying

the Pitch and Diameter however, does not affect the latency which confirms the logical

intuition that sending a bit across a line is simply the propagation delay along the

line which is solely dependent on the its length. The TSV latency can be generalized

to one clock cycle and a lower TSV length implies a lower latency.
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Figure A.3: Effect of varying TSV (a)length, (b)diameter and (c)pitch on latency for
a single via, at operating frequency=2.5 GHz and voltage=1.1 V

The effect of varying other TSV parameters such as TSV length( A.4 (a)), di-

ameter ( A.4 (a)), the Bump Height( Figure A.5(b) ) and IMD Layer Height(Figure

A.6(b)) and Oxide Layer Thickness(tox in Figure 4.1) was also investigated keeping
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TSV Length, Diameter and Pitch constant( Figure A.6(b) ). While one of the three

parameters was varied, the other two were set to the default of 1 µm.

 0

 5

 10

 15

 20

 25

 30

 35

 40

 45

 50

 20  30  40  50  60  70  80  90  100

P
o

w
e

r 
C

o
n

s
u

m
e

d
(µ

W
)

TSV Length(µm)

Power Consumed vs. TSV Length keeping Pitch and Diameter constant

Diameter = 30µm, Pitch = 110µm
Diameter = 40µm, Pitch = 110µm
Diameter = 20µm, Pitch = 110µm
Diameter = 40µm, Pitch = 150µm
Diameter = 40µm, Pitch = 160µm
Diameter = 40µm, Pitch = 180µm

 0

 10

 20

 30

 40

 50

 60

 70

 80

 90

 100

 110

 20  30  40  50  60  70  80

P
o

w
e

r 
C

o
n

s
u

m
e

d
(µ

W
)

TSV Diameter(µm)

Power Consumed vs. TSV Diameter keeping Length and Pitch constant

Length = 80µm, Pitch = 110µm
Length = 80µm, Pitch = 140µm
Length = 80µm, Pitch = 180µm
Length = 40µm, Pitch = 110µm

Length = 100µm, Pitch = 110µm
Length = 90µm, Pitch = 110µm

(a) (b)

Figure A.4: Effect of varying TSV (a)length, and (b)diameter on Power
Consumption for a single TSV, at operating frequency=2.5 GHz and voltage=1.1 V

with activity factor(AF) = 0.15
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Figure A.5: Effect of varying (a)TSV pitch (b)Bump Height on Power Consumption
for a single TSV, at operating frequency=2.5 GHz and voltage=1.1 V with activity

factor(AF) = 0.15

Bump Height is a negligible component in power consumption since the Underfill

capacitance does not greatly affect the overall TSV capacitance. Insulator capacitance

however, has a negative dependence on the IMD Layer Height, resulting in a linear

decrease. A higher oxide layer thickness also contributes to lower power drawn by the

TSV due to the its logarithmic relationship with insulator capacitance.

From Figure A.4(a) ,shorter TSVs consume lesser power due to the smaller TSV

capacitance values. The TSV capacitances drop off significantly at larger lengths

(≥ 90µm) due to the significant decrease in insulator and substrate capacitances. For

a given pitch value, larger diameters cause higher insulator capacitance (Cins) and

95



 0

 10

 20

 30

 40

 50

 60

 70

 80

 90

 100

 5  10  15  20  25  30

P
o

w
e

r 
C

o
n

s
u

m
e

d
(µ

W
)

Intermediate Layer Height(µm)

Power Consumed vs. Intermediate Layer Height keeping TSV Pitch, Diameter and Length constant

Diameter = 40µm, Length = 40µm, Pitch = 60µm 
Diameter = 40µm, Length = 50µm, Pitch = 60µm
Diameter = 50µm, Length = 50µm, Pitch = 60µm

Diameter = 50µm, Length = 80µm,Pitch = 100µm
Diameter = 80µm, Length = 80µm, Pitch = 100µm

Diameter = 80µm, Length = 100µm, Diameter = 140µm

 0

 10

 20

 30

 40

 50

 60

 70

 80

 90

 100

 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1

P
o

w
e

r 
C

o
n

s
u

m
e

d
(µ

W
)

Oxide Thickness(µm)

Power Consumed vs. Oxide Thickness keeping Pitch, Diameter and Length constant

Diameter = 40µm, Length = 40µm, Pitch = 60µm 
Diameter = 40µm, Length = 50µm, Pitch = 60µm
Diameter = 50µm, Length = 50µm, Pitch = 60µm

Diameter = 50µm, Length = 80µm,Pitch = 100µm
Diameter = 80µm, Length = 80µm, Pitch = 100µm

Diameter = 80µm, Length = 100µm, Diameter = 140µm

(a) (b)

Figure A.6: Effect of varying (a)IMD Layer Height and (b)Oxide Layer Thickness
on Power Consumption for a single TSV, at operating frequency=2.5 GHz and

voltage=1.1 V with activity factor(AF) = 0.15

bump capacitances (CBump1 and CBump2). These result in higher power consumed for

a larger diameter TSV. From Figure A.4(b), the combined effect of diameter and TSV

capacitance influences the power consumed significantly for longer TSVs.

Smaller pitch values result in higher power consumption in TSVs. Decreasing the

pitch values increases the capacitances of the Underfill, IMD, and the bottom oxide

layer. These capacitances in turn increase the capacitance between the signal and the

ground TSV, thereby increasing the total power consumed at lower pitch values. From

Figure A.5(a), a larger reduction in power is seen at smaller pitch values (≤ 120µm).

Pitch values above 130 µm do not affect the capacitance between the signal and the

ground TSV significantly.

.
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A.4 Through-Silicon Via Electrical Model Parame-
ters Details and Essential Equations for Calcu-
lating Power Consumption.

Table A.4: Electrical Model Parameters(Figure 4.1(b) )

Parameter Name Inference

CUnderfill Underfill capacitance

CBump1, CBump2 Bump capacitance

CInsulator Insulator capacitance

CSi sub Silicon substrate capacitance

CBottom Bottom Oxide Layer capacitance

Cimd Inter-metal dielectric Layer capacitance

RTSV TSV Resistance

Rbump Bump Resistance

LTSV TSV Inductance

Lbump Bump Inductance

GSi sub Silicon substrate conductance

LTSV+LBump in series with RTSV+RBump and in parallel with CInsulator+CBump2 and

CInsulator+CBump1 are electrical equivalents of the Signal TSV along with the top and

bottom bump. The same equivalence applies for Ground TSV. CUnderfill+CIMD is the

equivalent for the Underfill and Inter Metal Dielectric layers at the top of the TSV.

CUnderfill+CBottom is the equivalent for the Underfill and Bottom Oxide layers at the

bottom of the TSV. CSi sub and GSi sub are the capacitance and conductance of the

silicon substrate respectively.

C ins = π.εins.
htsv−himd

log(1+(2.tox/dTSV))
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Table A.5: Reduced Model Parameters

Parameter Name Inference

Cb1 Cins + CBump1

Cb2 Cins + CBump2

C1 (Cb1*Cb2)/(Cb1+Cb2)

C2 CSi sub

C3 CUnderfill + CBottom

CBump1 = εimd.π.
(
dbump

2
)2−(

dTSV
2

+tox)2

himd

CBump2 = εtox.π.
(
dbump

2
)2−(

dTSV
2

+tox_bot)
2

tox_bot

CUnderfill =
π.εUnderfill.hbump
acosh(

ptsv
dbump

)

C imd =
π.εimd.himd
acosh(

ptsv
dtsv

)

CBottom =
π.εox_bot.tox_bot

acosh(
ptsv
dtsv

)

GSi sub = π.σSi.
(hTSV−himd)

acosh(
pTSV
dTSV

)

CSi sub = (
εSi
σSi

).GSi sub
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