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Abstract

Pipelining is a key technique that has enhanced the concurrency and

throughput of all modern digital systems. Pipelining methods are broadly

classi�ed as synchronous and asynchronous based on the nature of syn-

chronization present between pipeline stages. In the synchronous design

style, a global clock signal provides synchronization among stages, and this

design style has been predominating the digital world for several decades.

However, the designers are switching their interest from synchronous to

asynchronous design due to the problems associated with the clock distri-

bution at lower technology nodes (ex: managing clock skew, wasteful clock

power). As there is no global clock in the asynchronous design, it provides

freedom from clock-related issues. In addition to this, the asynchronous

design also has interesting properties like low power consumption, high

performance, reduced electromagnetic emission, modularity, and the ca-

pacity to process variable data rate signals.

This research work introduces two novel high throughput asynchronous

pipeline methods, suitable for gate-level pipelined systems. The proposed

methods, named as Early Acknowledged Hybrid (EA-Hybrid) and high

capacity hybrid pipeline with post detection (PD-Hybrid), use hybrid data

path, that can combine the robustness of dual-rail encoding and simplicity

of single-rail encoding schemes. The domino logic style has been adopted

for constructing the logic gates in each pipeline stage, as it can provide the

latch-less feature. The control path of EA-Hybrid is built based on high-

speed early acknowledgment protocol, whereas in PD-Hybrid it is built

based on simple and robust 4-phase protocol. Further, both the proposed

pipeline styles allow their logic gates into a special state called isolate phase

in addition to precharge and evaluation phases. The isolate phase leads to

improvement in pipeline throughput as well as storage capacity.

Di�erent digital circuits like FIFO, Ripple carry adder, array multiplier,

and FIR �lter are designed based on proposed pipeline styles and simulated

using cadence tool suite.

Keywords: Asynchronous pipeline; Throughput; Hybrid logic; Hand-

shaking; Domino logic; FIR �lter.
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Chapter 1

INTRODUCTION

The digital circuits accept and process binary data (on/o�) according to the rules of

boolean algebra. Compared to analog circuits, digital circuits are less susceptible to

noise. Further, it is easier to perform error detection and correction with digital sig-

nals. One of the driving forces behind the tremendous improvement in functionality,

performance, and power in digital circuits is technology scaling. However, the leakage

currents increase as a result of scaling (De and Borkar (1999)). A signi�cant thrust

in digital circuit design is to minimize power dissipation while still maintaining high

speed. Pipelining is a fundamental method to improve the speed of digital circuits. It

divides a complex circuit into small pipeline stages and allows numerous operations

to happen in parallel. However, pipelining increases the number of latches and circuit

latency. If the circuits are pipelined such that the amount of logic per stage is min-

imum, such kind of partitioning is called �ne-grain pipelining. Fine-grain pipelining

allows a circuit to operate at maximum speed. This can be understood by considering

an example. Consider a data broadcast structure of the 3-tap FIR �lter shown in

Figure 1.1.

X X X

D D ++

x(n)

y(n)

h(0)h(1)h(2)

Figure 1.1: Broadcast structure of 3-tap FIR �lter (Parhi (2007))
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Here, the critical path is limited by the delay of one multiplier (TM) and one

adder (TA) units. Thus, the minimum ' clock period' , Tclk (or the maximum clock

frequency fclk) for this structure can be calculated as in equation (1.1).

Tclk = (TM + TA) or fclk = 1/(TM + TA) (1.1)

If TM = 10units and TA = 2units, then the delay of the critical path for the structure

in Figure 1.1 is 12 units. Suppose if the multiplier unit in this structure is �ne-grain

pipelined, as shown in Figure 1.2 , then the critical path delay reduces to (Tm3 + TA),

i.e., 5 units. Thus the speed of the �lter is increased Parhi (2007).

y(n)

x

D

x

x

x
D

x
D

x

x
D

x
D

x

x(n)

m1

m2

m3

m1

m2

m3

m1

m2

m3

D

D D

Tm1

T

T

m2

m3

= 4 units

= 3 units

= 3 units

++

Figure 1.2: Fine-grain pipelined FIR �lter (Parhi (2007)).

Pipeline stages have to be synchronized for the proper operation of digital circuits.

In general, pipelining methods are broadly classi�ed as synchronous and asynchronous

based on the nature of synchronization present between pipeline stages. Most of the

traditional pipelined circuits use synchronous pipeline paradigm, in which a global

clock synchronizes various modules present in the circuit. Though the design complex-

ity of the synchronous approach is quite less, handling the clock distribution becomes

a challenging task in the era of the nano scale(Calhoun et al. (2008)). The modularity

and managing the variable data rates are a few more issues in synchronous design.

Moreover, synchronous pipelining is not reasonable for deeper pipelines. Reducing the

pipeline depth beyond eight logic levels, reduces the amount of useful work per cycle,

and increases the overheads associated with latches, clock skew, and jitter(Smirnov

et al. (2004)).

2



The asynchronous design style is a viable option to provide reduced-cost solutions

to several of synchronous design di�culties. Since asynchronous design replaces the

centralized control with distributed local communication of stages, it has the potential

to o�er signi�cant improvements in energy, performance, reliability, and scalability.

In particular, asynchronous digital circuits can provide low power (components are

activated only on-demand), high performance (some asynchronous systems have sig-

ni�cantly lower latency and increased average throughput, rather than be bound to

a worst-case clock rate) alternatives to their synchronous counterparts with excellent

robustness to timing variability and modularity. Further, the unique capability of

these clock less systems is that their behavior is independent of the implementation

granularity. Hence, this work concentrates on asynchronous pipeline methods.

There are several asynchronous gate-level pipeline styles proposed in literature. In

general, the overhead due to latches is more when a circuit is �ne grain pipelined.

Most of these asynchronous gate-level pipeline styles adopt dynamic gates to min-

imize this overhead. The output nodes of the dynamic gates can store the data

and eliminate the need for explicit latches. The Pipeline Stages concatenated with

Zero latches (PS0)(Williams (1990)), Precharge half bu�er (PCHB) (Lines (1998)),

Look ahead Pipelines (LP) (Singh and Nowick (2007b)), High Capacity (HC) (Singh

and Nowick (2007a)), Self Precharge (SP) (Midhun et al. (2014)), and Asynchronous

Pipeline based on Constructed critical Data Path (APCDP) (Xia et al. (2015)) are

some of the popular gate-level asynchronous pipeline styles. The performance of these

asynchronous pipelines depend upon the choice of data encoding and communication

protocols used to construct the pipeline. The {Single-Rail (SR), Dual-Rail (DR)} and

{4-phase, 2-phase} are commonly used data encoding schemes and communication

protocols, respectively. Any combination from these sets can be picked to construct a

pipeline design. The 2-phase protocol is transition-based, and the 4-phase protocol is

level based. The pipelines based on 2-phase protocol are faster at the cost of design

complexity, and the pipelines based on 4-phase protocol are simple to construct at

the cost of performance. The Early Acknowledge (EA) protocol proposed by Yoneda

et al. (2005), has the speed similar to 2-phase protocol and yet maintains the simplic-

ity similar to 4-phase protocol. However, when the pipeline circuits are designed using

this EA protocol, a stage should absorb the data before its preceding stage release the

request signal. This imposes stringent timing constraints on the pipeline stages.

3



In data encoding schemes, the Single-Rail encoding o�ers high performing and

area-e�cient designs since it uses one wire to carry one data bit. The pipeline methods

HC and Look ahead-SR are based on SR encoding scheme. This encoding needs a

separate request wire and matched delays to ensure the validity of data present in the

data bus. Hence in the presence of arbitrary delays, the SR design may fail to function

correctly. On the contrary, the Dual-Rail encoding embeds the request signal within

the data bus by using a pair of wires to carry a single data bit. The complemented

data on these wires represents both the value of data and the request signal. The

spacer or null data (0,0) on these wires indicate the release of the request signal. So

every valid data transmission should be followed by a spacer. The DR design uses a

completion detector at the receiver. The job of completion detector is to detect the

presence of valid data on all data paths and produce acknowledgment to the sender.

This encoding can give more robust designs even in the presence of random delays but

at the cost of detection and encoding overheads. The PS0, PCHB, SP, Look ahead-DR

are the few pipelines based on DR encoding.

In 2015, Xia.et.al (Xia et al. (2015)) have proposed a new pipeline method APCDP,

which has adopted hybrid data encoding. The Hybrid encoding scheme combines the

merits of both single-rail and dual-rail encoding schemes. In hybrid encoding, the

critical path in each stage is made stable by building it with DR synchronizing logic

gate (SLG) (Xia et al. (2010)). As the critical paths are made stable, it is su�cient if

the completion detector checks only the critical path rather than detecting all the data

paths. This, in turn, leads to the reduction of overhead in the completion detectors.

The overhead in logic blocks is minimized by building non-critical paths with SR gates.

Thus the APCDP pipeline style has combined the robustness of DR and simplicity of

SR. However, throughput is the bottleneck of the APCDP pipeline method due to the

return to zero nature of 4-phase protocol.

Asynchronous gate level pipelines can be used to design FIR �lter for Partial

Response Maximum Likelihood (PRML) read channel. These PRML read channels

are used in optical and magnetic disk drives. High throughput FIR �lters have become

key requirement in the design of PRML read channels to support the ever-increasing

data rates from magnetic and optical media (Singh et al. (2009)). These �lters will

also have to take care of the varying data rates during the disk read operations.

Asynchronous �lters can very well suit these requirements.
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1.1 Motivation for the present work

Asynchronous pipelines have several bene�ts over their synchronous counterparts.

Most of the existing asynchronous gate-level pipelines have adopted either single-rail

or dual-rail encoding schemes to construct their data paths. The single-rail encoding

is delay-sensitive, and the overhead of dual-rail encoding is very high. Though the

hybrid encoding can combine the merits of SR and DR, there exists only one pipeline

style named APCDP, based on this encoding scheme. APCDP pipeline can produce

robust and simple circuits but it has poor performance due to the use of 4-phase

protocol. From the perspective of this, there is a scope to improve the throughput

of the hybrid data path by designing it with a high-speed communication protocols.

In addition to this there are several variations of dynamic logic gates available in

literature, which can be adopted in dual rail circuits to minimize the cycle time and

hence maximize the throughput. Further, in literature, to the best of our knowledge

there is no report on the design of fully asynchronous gate-level pipelined FIR �lter.

Hence it would be useful if the high throughput asynchronous pipelines are extended

to design an FIR �lter. Based on these, the following research objectives are derived.

1.2 Research Objectives

� To propose new/improved asynchronous pipeline architectures for high perfor-

mance applications and compare them with the existing asynchronous pipeline

architectures.

� To design and evaluate the performance of multiplier and adder circuits using

proposed pipeline techniques.

� To design a high throughput asynchronous digital FIR �lter suitable for read

channel application.

1.3 Organization of the Thesis

The focus of this thesis is to realize new/alternative asynchronous pipeline methods

for high throughput applications. Based on the background and motivation, the main

interest lies in developing gate-level pipeline styles that adopt the hybrid encoding
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scheme for the data paths.

Chapter 2, reports the background of asynchronous pipeline styles. Further, a brief

discussion on performance parameters and classi�cation of asynchronous gate-level

pipeline styles is presented. The state of the art pipeline architectures reported in the

literature are discussed.

Chapter 3, details the proposed asynchronous pipeline architectures. First, a brief

introduction about the structure of proposed pipeline styles is given, and then the tim-

ing constraints present in the proposed methods are discussed. Further, the proposed

pipeline styles are validated by designing a 4-bit,10-stage FIFO.

Chapter 4, describes the design of high throughput computational units based on

the proposed pipeline methods and compares the simulation results with state of the

art asynchronous pipeline based designs available in literature.

Chapter 5, extends the proposed EA-Hybrid pipeline method to complex circuits by

designing a high throughput FIR �lter suitable for PRML read channel applications.

The adder and multiplier units of the �lter are deeply pipelined using EA-Hybrid

pipeline style. The simulation results show that the EA-Hybrid FIR �lter concretely

suits for the PRML read channel application.

Finally, Chapter 6, concludes this thesis by describing the contribution of this thesis

and throwing highlights on possible future works.
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Chapter 2

LITERATURE REVIEW

2.1 Introduction

One of the dominant objectives of digital circuit designers is to discover ways of

increasing the system speed. Pipelining is an important strategy for speed improve-

ment. The pipelining technique divides a complex system into small functional blocks

or stages and connects them in series. The state registers are embedded between adja-

cent stages for data bu�ering. The registers store the output of a particular stage and

retain it as the next stage input. This kind of partitioning (pipelining) allows the sys-

tems to operate at high throughput by executing all the pipeline stages independently

instead of waiting for the entire function to complete before the start of the next cy-

cle(Parhi (2007), Beerel et al. (2010)). The synchronization between pipeline stages

can be synchronous or asynchronous. This chapter brie�y describes the synchronous

and asynchronous pipelines. Further, the background of the asynchronous pipelines,

their performance parameters are discussed in detail. Di�erent asynchronous pipeline

designs available for high throughput applications are then reviewed.

2.2 Synchronous Pipelines

It is a well-known fact that the synchronous paradigm has predominated the semi-

conductor industry for several decades. Most of the conventional processors use syn-

chronous pipelines as the design complexity of the synchronous approach is quite less.

Further, there are ample resources available in design tools for synchronous tech-

niques. Figure 2.1 shows the synchronous pipeline method. In synchronous pipelines,
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Figure 2.1: Synchronous pipeline(Mannakkara and Yoneda (2010))

a global clock is used to synchronize the communication among pipeline stages. The

centralized clock synchronously controls all the pipeline registers and decides when

they should exactly sample the input data. To ensure that the input data is stable

and valid when registers are clocked, the clock period should accommodate the longest

stage delay along with clock skew and a safety factor for all process, temperature, and

supply voltage variations(Mannakkara and Yoneda (2010)). Hence in synchronous

pipelines, the worst-case determines the critical path delay and thus the maximum

clock frequency at which the entire pipeline should operate. In addition to this, han-

dling the clock distribution is a challenging task in the era of a nanoscale (Calhoun

et al. (2008)). Further, modularity and managing the variable data rates are some

more issues in synchronous design. Though the synchronous elastic circuits(Carmona

et al. (2009), Rezaei et al. (2017)), can manage the variable data rates, the prob-

lems associated with the global clock distribution still need to be solved. Hence the

designers are directing their focus towards asynchronous methods.

2.3 Asynchronous Pipelines

There is no global clock in asynchronous pipelines. Figure 2.2 shows the structure of

asynchronous pipeline. The synchronization between the pipeline stages is achieved

locally from the handshake channels. These pipelines function based on the princi-

ple of initiating a data computation ('Req' signal indicates a computation initiation),

waiting for its completion('ack' signal indicates corresponding computation comple-

tion), and then initiating the next one. If a computation completes early, then the

next computation can start early. Hence, the speed of asynchronous pipelines depends

on the computation time of data being processed, not on the worst-case timing. As a

result, these pipelines exhibit an average-case performance.
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Figure 2.2: Asynchronous pipeline(Mannakkara and Yoneda (2010))

Further, these pipelines are free from all clock-related issues due to the absence

of the global clock. In addition to this, the asynchronous design also has interesting

properties like low power consumption, high performance, reduced electromagnetic

emission, modularity, and the capacity to process variable data rate signals. Further

more, asynchronous designs, in general, can adapt to timing variations caused by

process, voltage, and temperature (PVT) extremes better than there synchronous

counterparts Kuentzer et al. (2020a). In view of these bene�ts, Section-2.4 discusses

the asynchronous pipelines in detail.

2.4 Background of Asynchronous Pipelines

The asynchronous pipeline method uses handshake control signals to synchronize the

pipeline stages. These handshake signals are generated locally from the states of the

pipeline stages and the external control signals. All the pipeline stages are driven

by their corresponding handshake signals rather than by a single centralized clock.

The delay due to complicated handshake channels often surpass all the advantages of

asynchronous paradigm. Hence the selection of handshake channel is a key concern

in the design of asynchronous pipelined systems, to fully enjoy their bene�ts. The

Section-2.4.1, discusses in detail about the handshake channels.

2.4.1 Handshake Channels

In general the handshake channels are characterized via two parameters: communi-

cation protocols and data encoding schemes. {4-phase or Return-to-Zero (RZ), and

2-phase or Non-Return-to-Zero (NRZ)} are the prominent communication protocols.
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{Single-rail/bundled data (SR), dual-rail (DR)} are popular data encoding schemes.

Any combination from these two sets can be picked to construct the handshake chan-

nels.

2.4.1.1 Communication Protocols

The 4-phase protocol is indicated in Figure 2.3(a). In this protocol, the request and

acknowledge signals begin from zero level and return to zero level at the termination

of a handshake cycle. It has 4 communication actions in a single cycle:

1. The sender makes a request by rising the request signal to high.

2. The receiver generates the corresponding acknowledgement by rising the ac-

knowledge signal to high at the end of active phase. Here active phase is the

time taken by the receiver to absorb the data after the rise of request.

3. The sender responds for the acknowledge by resetting the request signal

4. Receiver releases acknowledge to logic low at the end of the cycle.

data

ack

resetting phaseactive
phase

Req

(a) 4-phase protocol

data

ack

active
phase

active
phase

Req

(b) 2-phase protocol

data

ack

active
phase

Data

Null
Req

(c) EA protocol

Figure 2.3: Asynchronous communication protocols (Mannakkara and Yoneda (2010)).

10



In resetting phase (i.e., time duration between the rise of acknowledge and reset of

acknowledge), the 4-phase protocol does not allow the sender stage to perform any

useful task. It simply waits for the reset of request and acknowledge to start the next

cycle. Though the presence of resetting phase limits the speed of circuits designed

using this protocol, the return to zero nature of signals make the hardware design

simple. Figure 2.3(b) shows the 2-phase protocol. It is a transition-based communi-

cation protocol. In this, every transition of the request and acknowledge signals (i.e.,

0→ 1 and 1→ 0) indicate an event. A transition on the Req signal makes a request.

The receiver also acknowledges the completion of work with the same transition on

the ack signal. The next cycle can start immediately after this. As this 2-phase

protocol has only two communication actions in a handshake cycle, it can produce

faster circuits. However, it is often di�cult to construct the circuits that respond to

transitions Spars and Furber (2002).

Yoneda et al. (2005) have introduced Early Acknowledgement (EA) protocol, which

is an improved version of the 4-phase. This can produce faster circuits similar to 2-

phase, by hiding the resetting phase of 4-phase protocol. Figure 2.3(c) shows the EA

protocol. Unlike 4-phase, in this the receiver sets the acknowledge signal to high before

it absorbs the data and both the request and acknowledge signals are released to low

at the end of active phase. The next cycle can start immediately after this. Hence,

this EA protocol removes the resetting phase implicit in the 4-phase protocol and

yet maintains its simplicity by preserving the return-to-zero control signals. However,

when the circuits are designed using this protocol, the receiver should absorb the data

before the sender releases the request signal to low. This impose stringent timing

constraints on the pipeline stages.

2.4.1.2 Data Encoding Schemes

In asynchronous circuit design, Single rail (SR) and Dual rail (DR) are the popular

data encoding schemes. Figure 2.4 represents the SR encoding scheme. Similar to the

synchronous method, the SR channels encode the information in the data path with

a single wire per bit. The control path of these channels contain two wires, request

and acknowledge, to indicate the timing instances of data initiation by the sender

and data absorption by the receiver, respectively. These channels commonly lead to

the circuits, which are e�cient in terms of both the area and the power. However,

the bundled data channels have a timing constraint, i.e., valid information should be
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req
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Control
logic

Control
logic

Figure 2.4: SR encoding (Nowick and Singh (2015))

present on the data path before the request signal reaches the receiver to ensure the

correct operation. To meet this constraint, the request signal should be delayed by

placing signi�cant delay margins in its path, which might be a di�cult task in the

variable delay environments. In some of the recent works Kuentzer et al. (2020b),

these timing margin issues are addressed.

sender receiver

X1

X0

Y1

Y0

ack

bit X

bit Y

bit X Dual-rail encoding

X1 X0

0

1

No data

0  1

1  0

0  0 null(spacer)

(a)

C

(b)

Figure 2.5: (a)DR encoding (b)Completion detector (Nowick and Singh (2015)).

Figure 2.5(a) shows the DR encoding scheme. In the DR channels, the request

signal is embedded within the data path by using two wires to carry a single data

bit (for example to represent data X in the Figure 2.5(a) two wires X1 and X0 are
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used). The complimented data on these two wires are identi�ed as the request made

by the sender. The null data or spacer, i.e.,(0,0) on these wires are identi�ed as the

reset of the request signal. This kind of handshake channels lead to more robust

designs. In this encoding scheme, the receiver uses a completion detector to generate

an acknowledge signal. Figure 2.5(b) shows the completion detector circuit. This

circuit checks all the data paths and produces acknowledgment only if valid data is

present on all data paths. As the completion detector has to detect all the paths, the

overhead in this circuit is very high. The overhead in the function blocks is also high

as they need two wires to generate a single data bit. This overhead in function blocks

and completion detectors increase with the increase in data size.

In 2012, Xia et al. have proposed a hybrid data encoding scheme. This scheme

combines the merits of SR and DR encoding schemes by adopting DR encoding for

the critical paths and SR encoding for the non-critical paths(Xia et al. (2012a)). The

completion detectors in this scheme detect only the critical paths. Hence, the hybrid

encoding scheme reduces the overhead in completion detectors as well as in function

blocks. However, when using this encoding scheme, the critical paths should be made

stable.

As the handshake channels provide localized communication among the stages, the

performance of the asynchronous pipelines depends on the timing of individual stages

as well as the timing of their neighbors. The following section introduces quantitative

parameters used for measuring the performance of asynchronous pipelines in detail.

2.4.2 Performance Parameters of Asynchronous Pipelines

Latency, and Cycle time (inverse of Throughput) are the two parameters used to

quantify a pipeline's performance( Spars and Furber (2002)).

� Latency (L): The latency is the time taken by a data item to propagate through

the initial empty pipeline.

� Cycle time (Tcycle): The cycle time is de�ned as the time required to complete

a handshake cycle. Considering 4-phase, Dual-rail pipeline with the forward

propagation delay of a valid data item (tV ), reverse propagation rise delay of

acknowledge (R ↑), forward propagation delay of the null data (tE), and reverse

propagation fall delay of acknowledge (R ↓), the cycle time can be computed as
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in equation(2.1).

Tcycle = tV +R ↑ +tE +R ↓ (2.1)

The throughput is the inverse of the cycle time(1/Tcycle) and is de�ned as the

number of valid data items produced at the output in unit time.

2.5 Classi�cation of Asynchronous Pipelines

Asynchronous pipelines are classi�ed based on the logic style used for the data path.

A designer must consider various criteria to adopt an approach for the intended ap-

plication. The available design tools and design e�ort typically determines the choice

of static versus dynamic data paths.

2.5.1 Static logic pipelines

Asynchronous pipelines which use static logic for the data paths are called static logic

pipelines. All the existing static pipelines are constructed based on the single rail

encoding scheme and use explicit latches to isolate the adjacent stages.

Figure 2.6: Sutherland's micropipeline (Sutherland (1989))

Sutherland (1989) proposed a static pipeline named as Sutherland's micro pipeline.

The Figure 2.6 shows the pipeline structure. It uses a 2-phase protocol. The data

path of the pipeline contains logic blocks and capture-pass latches. The logic blocks

process the data and the latches act like storage elements and isolate the neighboring

stages. The control path contains request (Req), acknowledge (ack) signals, and Muller
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C-elements. Su�cient delay margins are added in all the request signal paths, to

maintain the bundling constraint. The Muller C-element is a common asynchronous

sequential component that generates control signals to the latches. If all the inputs of

C-element are 1, then the output is 1, and if all the inputs are 0, then the output is

0. For other cases, the output preserves its previous state. The pipeline works based

on capture-pass protocol. Initially, all the latches are in a transparent state (i.e., data

can directly �ow through them). As the data progresses through each individual stage

latches, a transition occurs on the C input, which drives the corresponding latches into

the opaque state. In this state, the latches store and protect the data from any further

changes on the input channel of the stage. Once the data progresses through the next

stage latch, it makes a transition on the P control input, which drives the current

stage latch into the transparent state and allows the next data item to enter.

The Mousetrap pipeline, developed by Singh et al., Singh and Nowick (2007c), is

a high-performance static pipeline and supports the use of standard cell methodol-

ogy. Though its protocol is based on capture-pass logic similar to micro pipelines,

it has lower overhead, less complex signaling, and simple control and data latches.

Figure 2.7 shows the structure of the Mousetrap pipeline. A single 2-input exclusive-

NOR
(XNOR) gate generates the control signal for each stage. A single bank of level-

sensitive D-latches that are available in standard cell libraries replaces the capture-pass

latches of micro pipelines. This results in a simple control and storage structure.

Figure 2.7: Mousetrap pipeline (Singh and Nowick (2007c))

Another static pipeline GasP was developed at Sun Research Laboratories Suther-

land and Fairbanks (2001). The data path of GasP uses D-latches, similar to Mouse-

trap. However, the control path contains dynamic logic, custom gates, along with
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careful path timing. It has some interesting features. First, unlike the Mousetrap

pipeline, the data latches are normally in an opaque state, and the pipeline functions

based on the pulse-based latch control protocol. Second, the request and acknowl-

edge signals between adjacent stages are multiplexed onto a single bi-directional wire

called as state conductor. Initially, this wire is deasserted to logic high. An active-low

signal is sent on this state conductor wire from left to right as a request to start a

communication. An active-high signal is sent on this wire from right to left as an

acknowledgment to stop the communication. At the end of the transaction, the state

conductor returns to its default high state. Hence, the GasP pipeline combines the

merits of both 2-phase and 4-phase protocols. There is a single round trip communica-

tion through the state conductor, like 2-phase protocol. However, the state conductor

always returns to the same value after the completion of a transaction as in a 4-phase

protocol. The forward synchronization operation of the GasP is similar to previous

designs despite the protocol di�erences.

All the static logic pipelines can be implemented with standard cells and are well

suited for automation. On the other hand, dynamic logic requires custom gates,

in addition to specialized design and analysis tools for timing and noise immunity

veri�cation. Although the dynamic logic needs more signi�cant design e�ort, it can

yield greater performance. Further, the dynamic gates themselves can function as

implicit latches, with clever control sequencing. Hence, this work focuses on the

dynamic logic pipelines. The following section addresses the dynamic logic pipelines

in detail.

2.5.2 Dynamic logic pipelines

Dynamic data paths are very common in high-performance digital systems and they

are constructed with domino logic style. As there are no pull-up networks in domino

gates, they can provide the bene�ts of reduced chip area and reduced switched capac-

itance. Further, domino logic pipelines have a unique feature of being latch-less. This

latch-less feature avoids the need for registers between the pipeline stages and hence

minimizes some of the key overheads of �ne-grain pipelining. The following sections

address the details of domino logic style and di�erent existing asynchronous pipeline

architectures built based on domino logic.
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2.5.2.1 Domino logic style

Domino logic style is a method of designing logic functions using clocked gates. Based

on the applied clock signal, the domino gates will be in any one of two phases:

precharge or evaluate. The Figure 2.8 shows an AND gate realized using domino logic.

During the precharge phase (i.e., when 'Clk' is low), the pull-down path is turned o�,

and the dynamic node 'x' is precharged to logic 1. In evaluate phase (i.e., when 'Clk' is

high), the pull-down transistors preserve or discharge the dynamic node 'x' based on

the applied inputs. A CMOS inverter is connected at the dynamic node 'x' to drive the

output. This enables proper functioning of domino gates when cascaded. The added

inverter also increases the drive strength of the gate. A weak feedback inverter is used

as a keeper to recover the logic at the dynamic node. The keeper circuit enhances the

immunity of the domino gate against charge loss and charge sharing problems Rabaey

et al. (2002). As the domino logic contains only one PMOS transistor in its pull-up

path, it has lower transistor count and input capacitance compared to conventional

CMOS logic.

Figure 2.8: Domino logic AND gate (Rabaey et al. (2002))

The major drawback of domino logic is that it is a non inverting logic (i.e., only

AND, OR and bu�er gates can be implemented). As inverting logics (NAND, NOR,

and inverter) are inevitable in most of the designs, this would limit the general ap-

plicability of pure domino logic. The Dual-rail domino logic is an approach to solve

this issue. Figure 2.9 shows the Dual-rail domino AND/NAND gate. This gate needs

both the complimentary and uncomplimentary inputs. Any arbitrary function can be

implemented using Dual-rail domino logic. Though the DR domino logic uses more

transistors than static CMOS and domino logic, this is very useful in logic designs,

where it often needs both a signal and its complement simultaneously. If an inverter

is used to generate a complementary signal, then the complemented signal is delayed
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with respect to the non-complemented signal, which causes timing problems, partic-

ularly in high-speed designs. The di�erential output capability avoids this problem.

Figure 2.9: Dual-rail domino logic AND/NAND gate (Rabaey et al. (2002))

Figure 2.10: DDCSV logic AND/NAND gate (Anis et al. (2002))

The problem associated with the Dual-rail domino logic style is its sensitivity to

noise. The size of keeper should be increased for compensating the low noise margin.

However the high size keepers reduce the gate speed by increasing the contention cur-

rent in the evaluation phase. The domino di�erential cascode voltage switch (DDCVS)

logic can reduce the power and delay due to the contention Anis et al. (2002). Figure

2.10 shows the DDCVS AND/NAND gate. In this instead of weak feed back inverters,

two cross connected PMOS transistors are used as keepers. The keeper transistors are

turned o� during precharge phase and at the beginning of evaluation phase. Hence
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the problem of contention is eliminated. This in turn improves the gate performance.

A few asynchronous high throughput pipelines using di�erent dynamic logic blocks

are reported in literature. The following section reports these pipelines in detail.

2.5.2.2 Asynchronous dynamic logic pipeline methods

The William's PS0 (Williams (1990)), is the origin for all the asynchronous gate level

pipeline structures. It follows the 4-phase dual rail protocol. The structure of PS0

pipeline is shown in Figure 2.11. Each pipeline stage contains a logic block (LB) and

CD1 CD2 CD3

LB1 LB2 LB3

PC PC PC

Stage 1 Stage 2 Stage 3

Figure 2.11: Block diagram of PS0 (Williams (1990))

a completion detector (CD). In each logic block, all the data paths are designed using

dual rail domino gates. The precharge and evaluate phases of the domino gates are

decided by a single control input ′pc′. The completion detector checks all data paths of

its corresponding logic block and produces a handshake signal to control input ′pc′ of

the preceding stage. The stages in the PS0 pipeline interact by following a simple

protocol: �A stage is allowed to precharge phase whenever its next stage completes

the evaluation and a stage is allowed to evaluate whenever its next stage completes

precharge�. By observing how a single data �ow through an initially vacant pipeline,

the sequence of events (i.e., from one evaluation to the next evaluation ) for stage-1

can be given as follows:

1. Stage-1 evaluates and data �ows to stage-2.

2. stage-2 evaluates and data �ows to stage-3.

3. stage-2 completion detector detects the evaluation completion of its own stage

and allows the stage-1 to precharge. At the same time, stage-3 evaluates.

4. stage-1 precharges and the completion detector of stage 3 allows stage-2 to

precharge.
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5. stage-2 precharges.

6. completion detector of stage-2 detects the precharge completion of its own stage

and enables stage-1 to start the next evaluation.

Assuming all the stages are identical, the cycle time (i.e., time from one evaluation to

next evaluation) of PS0 pipeline can be estimated from the above sequence of events

as in equation(2.2).

Tcycle.ps0 = 3 · tev + 2 · tcd + tpc (2.2)

where tev is evaluation time of a stage, tcd is delay of the completion detector and tpc

is precharging time of a stage. From the event sequence, we can observe that stage-1

is not allowed to process the next data until the stage-3 absorbs the current data. By

that time stage-2 will be in precharge phase. Only the alternate stages are holding

valid data items. Hence the maximum storage capacity of this pipeline is limited to

50%. Further the DR encoding overhead present in logic blocks and the detection

overhead in completion detectors are restricting the use of PS0 pipeline in practical

systems, demanding high throughput.

LB1

Vdd

C

Di Do

Vdd

C

Di Do

Vdd

C

Di Do

LB2 LB3

Figure 2.12: Structure of PCHB pipeline (Lines (1998))

Lines et. al. (Lines (1998)), proposed precharge half-bu�er pipeline (PCHB). It is

a robust pipeline style and its structure is shown in Figure 2.12. It consists of two

completion detectors for each stage: one is placed at the input side of LB (Di) and the

other is at the output side of LB (Do). The complete event sequence for a stage in the

PCHB pipeline is similar to PS0, except that the PCHB stage checks its input data

bits. The input completion detector will not allow a PCHB stage into the evaluation

phase until the presence of valid bits at the input side. This kind of design detects

skew over individual data bits in data paths. Although the PCHB pipeline is more
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robust, the overhead in control path is double as compared to the PS0. Furthermore,

due to dual-rail encoding the PCHB also has the overhead in data path similar to

PS0.

An improved version of PCHB named as Reduced Stack Precharged Half Bu�er

(RSPCHB) is proposed by (Ozdag et al. (2002)). In this, the transistor stack sizes

in the logic block are reduced by eliminating the need for internal enable signals

of the PCHB pipeline. Further, the throughput of RSPCHB is improved compared

to PCHB by reducing the complexity in the right side completion detectors of the

RSPCHB pipeline. However, the overhead of this pipeline is yet more compared to

PS0, as it uses two completion detectors in each stage.

(Hoyer et al. (2002)), have proposed Locally Clocked dynamic logic pipeline method,

which is based on single rail logic. This method relies on delay matching in the control

path to produce handshake signals, and hence it eliminates the overhead associated

with completion detectors. However, it has to satisfy timing constraints imposed by

single rail logic. Further, in this pipeline method, every dynamic logic gate is followed

by a latch section, which in turn increases the area and the latencies of the pipeline.

(Choy et al. (2001)), proposed a pipeline style named as Locally Distributed Asyn-

chronous pipeline (LDA). This is based on 4-phase, dual-rail handshake protocol. The

dual-rail gates in each logic block are designed using the DDCVS logic style. This

pipeline can give better performance for smaller operand sizes. However, its perfor-

mance degrades with higher data widths due to complex handshake circuits and the

overhead of function blocks.

(Singh and Nowick (2007b)), proposed look ahead pipelines (LP), which are derived

from PS0 pipeline style but operate at high throughput by adopting novel optimiza-

tions. The optimizations over PS0 approach are

1. Early evaluation: in this, a stage gets the control information from its succeeding

stage as well as from the stages further down the pipeline.

2. Early done: in this, a stage generates acknowledgment to its preceding stage when

it is about to �nish an action, instead of generating after it has �nished that action.

3. Mixed approach: This combines both early evaluation and early done schemes.

Di�erent lookahead pipeline styles are developed by employing these optimizations

to both dual rail and single rail data paths. The pipeline LP3/1 is based on the

early evaluation scheme. The pipeline LP2/2 is based on early done and the pipeline

LP2/1, which is the fastest among all look ahead pipelines is based on mixed approach.
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In all LP pipelines the numbers 3/1, 2/2 and 2/1 represents the number of evalua-

tion phases/number of precharge phases in a complete cycle. Though the look-ahead

pipelines have reduced cycle times compared to PS0, their storage capacity is limited

to 50% similar to PS0, as only the alternate stages can hold valid data items. The

structure of LP3/1 and LP2/2 pipelines are shown in Fig.2.13a and Fig.2.13b, respec-

tively. In Lp3/1 pipeline structure, a stage-N receives the precharge signal from its

succeeding stage-(N+1) and evaluate signal from the stage-(N+2). Therefore stage-N

can start the evaluation of next data immediately, without waiting for the precharge

completion of its succeeding stage-(N+1). In LP2/2 pipeline structure, the comple-

tion detectors are located before the logic blocks and hence every stage signals its

preceding stage when it is about to evaluate or precharge.

CD1 CD2 CD3

LB1 LB2 LB3

pc ev pc pcev ev

(a) LP3/1

LB1 LB2 LB3

PC PC PC
CD1 CD2 CD3

(b) LP2/2

Figure 2.13: Structures of LP3/1 and LP2/2 pipelines (Singh and Nowick (2007b)).
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Figure 2.14: Structure of HC pipeline (Singh and Nowick (2007a))

(Singh and Nowick (2007a)), proposed High capacity pipeline style (HC). The

structure of the HC pipeline is shown in Figure 2.14. This approach has fewer in-

teractions between adjacent stages and hence operate at high throughput compared

to all the existing pipeline methods. Further, it has full bu�ering capacity due to the

adoption of a special phase called isolate phase to the logic blocks. In isolate phase,

pull-up and pull-down paths of all the domino gates are turned o� with the help of

isolated control inputs. This, in turn, protects the outputs of the gates from all the

input changes and the domino gates themselves act like full functional latches. In this
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pipeline, the data path is encoded using single rail encoding scheme and an asymmet-

ric C-element (ac) is used to generate the request and acknowledge signals.

LB1
LB2 LB3

CDCDCD

ac acac

PC PC PC

Figure 2.15: Structure of SP pipeline (Midhun et al. (2014))

(Midhun et al. (2014)), proposed self precharge pipeline (SP). It is based on the

dual-rail encoding scheme. The structure of the SP pipeline is shown in Fig.2.15. The

SP pipeline can provide higher throughput compared to all existing dual rail pipeline

styles. In look-ahead and PS0 pipelines precharge of a stage depends on the evaluation

of its succeeding stage. In SP pipeline method, a stage precharges by itself through

a self precharge process, hence it is called as SP pipeline. Due to dual-rail encoding,

SP pipeline also has the overhead in the data path and control path as in PS0.

Dual-rail logic

LB

Single-rail logic

Dual-rail logic

LB

Single-rail logic

Dual-rail logic

LB

Single-rail logic
data data data

pc/ev pc/ev pc/ev

Figure 2.16: Structure of Asynchronous pipeline based on constructed critical data
paths (Xia et al. (2012b))

(Xia et al. (2015)), proposed a novel 4-phase pipeline style with hybrid data paths

called APCDP. Figure 2.16 shows the structure of APCDP pipeline. This method has

combined the merits of SR and DR encoding shemes. In this the critical data paths

are constructed with dual rail synchronizing logic gates (SLG) Xia et al. (2010) and

non critical paths are built by single rail gates. Hence this pipeline method has less

detection and encoding overheads as compared to PS0 and PCHB pipelines. Further,

the APCDP pipeline is more robust compared to SR pipeline methods, as the hand

shake signals are generated by detecting the actual LB outputs rather than from the

replication of LB delay. However due to the use of 4-phase protocol, the APCDP

has high cycle time and it's storage capacity is limited to 50%. All the domino logic
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pipeline techniques discussed are summarized in Table 2.1. In addition to SR and

DR pipelines, there are some other pipelines like Single-Track asynchronous pipeline

Templates Ferretti and Beerel (2002),Yong and Runde (2005), in the state of the art.

However, these pipelines are based on 1 of N coding. As 1 of N coding pipelines need

more hardware than the Dual rail pipelines, in this work we have not focused on this

encoding.

Table 2.1: Summary of asynchronous gate-level pipeline styles

Work Pipeline style Data encoding Pros Cons

Williams and Horowitz (1991) PS0 DR Robust Overhead in LB and CD

Choy et al. (2001) LDA Simple protocol High cycle time

50% Storage capacity

Lines (1998), Precharge half bu�er, DR Robust 2 times overhead than PS0

Ozdag et al. (2002) Reduced stack PCHB Simple protocol High cycle time

50% Storage capacity

Hoyer et al. (2002) Locally Clocked dynamic logic SR High performance Delay sensitive

Need additional latch stages

Singh and Nowick (2007b) Look ahead pipelines DR/SR High performance Delay sensitive

Simple protocol 50% Storage capacity

Singh and Nowick (2007a) High capacity SR High performance Delay sensitive

100% Storage capacity

Midhun et al. (2014) Self precharge DR High performance Overhead in LB and CD

50% Storage capacity

Xia et al. (2015) APCDP Hybrid Robust 50% Storage capacity

Less overhead High cycle time
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2.6 PRML read channel

One of the notable applications of the asynchronous gate-level pipeline styles is in

the design of the FIR �lter for Partial response maximum likelihood (PRML) read

channel Pearson et al. (1995). To support the high data rates and substantial storage

requirements, most of the hard disk drives prefer to use PRML read channels. The

job of a read channel is to transform the noisy data collected by read head into a clear

stream of 1 and 0 symbols. Figure2.17 shows the structure of a PRML read channel.

First, the data picked up by read head is processed by an analog front end. This

analog block consists of an ampli�er and a high-frequency noise �lter. The sampler

converts the analog block output to digital data. This digital data progresses as input

to the digital unit that performs the equalization process to remove the Inter Symbol

Interference (ISI) noise, and the detection step to decode the data values. The digital

Disk
drive amp

Read variable
gain
amp

Gain
control

Lowpass
filter

sampler
A/D

FIR
filter

Detector

Timing
recovery

v

Analog processing Digital processing

Data

Figure 2.17: Block diagram of disk drive read channelKi et al. (2000).

FIR �lter can do the equalization process. The design requirements of the FIR �lter

for the read channel application are as follows.

� The �lter must be able to operate at high throughput (upto 1Giga-items/sec in

180 nm technology), to handle high data rates available from the disk drives.

� The latency of the �lter should be less (in the order of ns) as it is present in the

feed back loop of read channel.

� The �lter should be able to handle wide variations in the data rates, as the data

rate changes up to a factor of 5 when the read head moves from one track to the

other.

The throughput of FIR �lters can be increased by pipelining the data path. High

throughput asynchronous pipelines are suitable for such applications. FIR �lter is a
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nonlinear structure. Implementing the simple linear structures using all the existing

domino pipelines is straight forward. However, there are two challenges namely, Forks

and Joins, involved when extending all these pipelines to non-linear structures. Fig-

ure 2.18 shows the Fork and Join structures. In Fork structure, a stage has to be

synchronized with multiple destinations, whereas in Join structure, a stage should be

synchronized with multiple sources. (Ozdag et al. (2002)) addresses how to extend

existing high-speed pipelines to non-linear structures.

A

B

C

(a)

A

B

C

(b)

Figure 2.18: (a) Fork (b) Join

In 2009, (Singh et al. (2009)) have implemented a mixed synchronous and asyn-

chronous HC-FIR �lter for PRML read channel. This �lter is based on distributive

arithmetic (DA) architecture. The DA architecture is a multiplier less architecture. In

this, the multiplication operation is e�ciently performed by fetching the pre-computed

results from a look-up-table (LUT). The partial sums collected from the LUT are

added to get the �nal �lter output. The adder part of the HC-FIR �lter has been

implemented using high capacity pipeline method. The HC-FIR �lter was able to

operate at high throughput with minimum latency. However, updating the look-up

tables with precomputations is di�cult if the input data rate changes very frequently.

2.7 Summary

A detailed review of di�erent gate-level pipeline methods reported in literature has

been presented. The dynamic asynchronous pipeline styles are suitable for high

throughput applications. In the literature, ample research has been done on asyn-

chronous dynamic logic pipeline designs. However, the research has concentrated

either on single rail logic or dual rail logic. When the data paths are designed with

single rail logic a timing constraint should be satis�ed (i.e., request should reach re-
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ceiver after the data is stable and valid at the receiver input). There are no timing

constraints in the dual rail logic and it is delay insensitive, but the overhead of this

logic is very high. The hybrid logic, which combines the merits of single rail logic

and dual rail logic has followed 4-phase protocol, due to which its throughput is less

and storage capacity is limited to 50%. Hence there is a need to propose new pipeline

methods which can address all these issues. One of the important application of high

throughput asynchronous pipelines is in the design of digital FIR �lter suitable for

PRML read channels. To the best of our knowledge there is no report in the literature

on the design of fully asynchronous FIR �lter.
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Chapter 3

HIGH CAPACITY HYBRID

PIPELINES

3.1 Introduction

This chapter proposes two novel asynchronous pipeline methods suitable for high-

performance applications. The proposed methods are built based on hybrid data

paths. Both the proposed methods are �ne-grain pipelined, i.e., the depth of each

pipeline stage is one gate level. As dynamic gates can support best circuit performance

(Lai and Hwang (1997)), domino logic is chosen to design the proposed pipelines. In

addition to high speed, the domino gates can also build a latch-less pipeline structure.

The output node of a domino gate functions like an implicit latch. In both proposed

designs, each stage can hold a distinct data item with the help of isolate phase. This

feature leads to the design of high throughput circuits with full bu�ering capacity.

Further, the use of hybrid data paths simpli�es the design of handshake controllers as

well as improves the robustness of the pipelined circuits. The �rst proposed pipeline

style has adopted the EA protocol and hence named as high capacity early acknowledge

hybrid pipeline (EA-Hybrid). The second pipeline style is based on simple 4-phase

protocol and named as high capacity hybrid pipeline with post detection (PD-Hybrid).

3.2 Proposed Pipeline Styles

The structure of proposed EA-Hybrid and PD-Hybrid pipeline styles are shown in

Figure 3.1, and Figure 3.2, respectively.
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Figure 3.1: Structure of Early acknowledged hybrid logic pipeline (EA-Hybrid).
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Figure 3.2: Structure of High capacity hybrid logic pipeline with post detection (PD-
Hybrid).

The protocol of both the proposed methods is similar. However, they di�er in

the way how the handshake signals are generated. Figure 3.3 shows a �ow chart that

describes the sequence of phases that a stage-N has to go through during the pipeline

operation, for both the proposed methods. A stage-N starts evaluation if it is ready for
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evaluation, and its preceding stage supplies valid data. After evaluating its input data,

the stage-N enters into the isolate phase by itself and waits for the acknowledgment

from its succeeding stage(i.e., stage-(N+1)). Once the stage-N receives an acknowl-

edgment from its next stage, it enters into the precharge phase. After precharge, the

stage-N starts the next cycle on the arrival of valid data at its input. Here, there is

only one synchronization action between the neighboring stages. This is one of the

reasons for the high throughput of the proposed methods.

Figure 3.3: Sequence of phases in a stage-N.

In both the proposed methods, the depth of each pipeline stage is one gate-level.

Every pipeline stage comprises of a logic block (LB), a completion detector (CD), and

a stage controller (SC). The data path is constructed using the logic blocks, while the

control path is built using the completion detectors and the stage controllers. The job
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of the data path is to carry out the computations, and the job of the control path is

to supply control signals required for the synchronization of data path. Section-3.2.1

and 3.2.2 discuss the complete details of the data path and control paths, respectively.

3.2.1 Data Path

Data paths in both the proposed pipeline methods are constructed using hybrid logic.

In every logic block, the critical path is build using DR domino synchronizing logic

gates (SLG)(Xia et al. (2010)), while the non-critical paths are build using SR domino

gates. The adoption of SLGs, ensure the constant delay through the critical paths for

all the applied data patterns.

3.2.1.1 Logic block

Figure 3.4 shows an example of single-rail and dual-rail synchronizing logic domino

gates present in a logic block of the proposed pipeline structures. The PMOS transistor

Mr precharges the logic gates during initialization. The weak feedback inverter in the

ev

out

pc
Reset

in1

in2

Mr

x

(a)

oo outout

pc

ev

a_t

b_t

a_f

b_f

a_t

b_t b_f

x x

ResetMr MrReset

o oPM1 PM2

(b)

Figure 3.4: Domino logic AND gate. (a) Single rail gate. (b)DR-SLG.

SR gate acts as a keeper and stops the false discharge of the node x. In DR-SLG,

instead of weak feedback inverters, two PMOS transistors PM1 and PM2 are used as

keepers to minimize the contention cureent. The keeper transistors are turned OFF

during the precharge phase and at the beginning of the evaluation phase. Hence, the
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problem of contention is eliminated. The traditional DR gates are not suitable for

constructing stable critical paths. Because in the traditional dual-rail gate, each pull-

down path contains the di�erent number of transistors, and more than one pull-down

path is activated for some input combinations. Due to this, the gate delay depends

on the applied input data. Hence, dual-rail synchronizing logic gates (DR-SLG) are

adopted in proposed pipeline methods to construct stable critical paths.

The functionality of DR SLGs is similar to traditional DR gates. In DR SLGs,

all the pull down paths contain equal number of transistors and for an applied input

combination only one pull down path will be activated. Hence the discharge time

for the nodes x and x is almost same for all the applied inputs. This in turn leads

to the constant delay of the gate for all input patterns. Table 3.1 shows all the pull

down path states of SLG AND gate for various combinations of the applied inputs.

In addition to evaluate transistor, each pull down path has two transistors and only

one path is active for any given input combination, ensuring same discharge time.

Table 3.1: SLG AND gate pull down paths state

input data

(a_t , a_f) (b_t , b_f)

pull down paths state

(a_t , b_t) (a_t , b_f) (a_f , b_t) (a_f , b_f)

(0,1) (0,1) OFF OFF OFF ON

(0,1) (1,0) OFF OFF ON OFF

(1,0) (0,1) OFF ON OFF OFF

(1,0) (1,0) ON OFF OFF OFF

Similar to HC-SR, the SR and DR gates of proposed styles have two isolated control

inputs evaluate ('ev' ) and precharge ('pc' ). A logic block enters into precharge state

if both the control inputs are set to logic-0 and the logic block enters into evaluate

state if both the control inputs are set to logic-1. If 'pc' is set to logic-1 and 'ev' is

set to logic-0, then the logic block will be in isolate state. In this state both pull-up

and pull-down paths of all gates are turned OFF and hence the output of logic block

is e�ectively isolated from its inputs. When a stage-N is in isolate phase, as the inputs

of stage-(N+1) are not going to be disturbed, the stage-(N-1) can precharge as well

as can safely evaluate the new data item. This in turn allows the neighboring stages

to hold the distinct data items without any need for separation by spacers. Hence the
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proposed styles have high throughput and bu�ering capacity up to 100%.

3.2.1.2 Stable critical data path construction

In each logic block, critical paths are constructed using SLGs to ensure constant delay

for all the input data patterns. While interconnecting the stages of pipeline, critical

path of one stage should be connected to the critical path of next stage as shown in

the Figure 3.5. This interconnection ensures that the critical path elements (SLGs)

will start evaluation after all the data have arrived at the stage. As a result a stable

critical path is developed throughout the pipeline.

SLG SLG

&SLG SLGL DR domino gates SR_G SR domino gatecritical

non-

data path

critical data path

stage1 stage2 stage3 stage4

EC encodingconverter

SLG SLG

SLGL

SLGL

SR_G

SR_G SR_G
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SR_G

SR_G
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Figure 3.5: An example data path of the proposed pipeline styles.
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Figure 3.6: SLGL AND gate.

In general, a gate with more number of inputs take longer time to discharge its

output nodes, as it contains more number of transistors in the pull down path. Hence
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in every logic block, a gate with maximum number of inputs is considered as the

critical path and is build with SLG. If there are more gates with maximum inputs,

then the gate which has a link to the next stage SLG is considered as the critical

path. This builds a natural link between SLGs. If SLGs of neighboring stages, N

and N+1 have no natural link, then the N+1 stage SLG should be replaced with SLG

with latch function(SLGL)(Xia et al. (2015)). Figure 3.6 shows the SLGL gate. This

gate is similar to the SLG, except it has two additional enable transistors in its pull

down path. The outputs of SLG in stage-N should be connected to the enable inputs

of SLGL in stage-(N+1). This situation is present between stage-2 and stage-3 of the

data path, shown in Figure 3.5.

3.2.1.3 Robustness of critical path

After the construction of stable critical path throughout the pipeline, in each stage,

the DR-SLG always operates with maximum delay even when compared to the other

gates with same number of inputs. The reasons are listed below.

� The SLG has more number of transistors in its pull down path, which increases

the delay of the gate.

� The outputs of SLG are connected to the next stage completion detector and

SLG, which results in maximum load on the SLG compared to other gates.

If required, the robustness of the critical path can be improved further by reducing the

delay of the non critical data paths with proper transistor sizing. This will increase

the power consumption of the pipelined circuit without a�ecting the throughput. The

other way is to increase the delay of the SLGs by using minimum transistor sizes

compared to other gates. This will not increase the power consumption but will

increase the cycle time.

3.2.1.4 Encoding converter

Since the critical path in each stage is made stable using SLG, it is su�cient if the

completion detector detects simply the critical path rather than detecting all data

paths. Hence the overhead in completion detectors is reduced, and in the non-critical

paths, the overhead can be minimized by employing single rail gates in their design

rather than dual-rail gates. However, there will be compatibility problems if a single
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rail gate links to a dual rail gate. To solve this problem, an encoding converter is sug-

gested by Zhengfan XIA et.al Xia et al. (2015). A similar converter design is adopted

for the proposed pipeline styles but with the decoupled control inputs (pc,ev) for the

pull-up and pull-down networks, as shown in the Figure 3.7(a). Decoupled control

inputs are required to allow the converter into the isolate phase. During initialization

period the node 'x' is precharged to logic-1 and the output node ′out ′ (out) is at logic-

0 (logic-1). The ′pc ′, and ′ev ′ signals are at logic-1, which keep the converter ready

for evaluation. After the release of the Reset signal, the converter gets the input data

and starts evaluation. Now, if the input in = 0, there is no discharge path for the

node 'x' and the value at this node is preserved as logic-1. After the evaluation phase,

the stage controller allows the converter to isolate phase by changing (pc,ev) to (1,0).

In this phase, as both the paths pull-up and pull-down are turned o�, the output

nodes maintain their previous state. Once a stage gets acknowledgment from its next

stage, the stage controller allows the converter to enter into the precharge phase by

assigning (0,0) to (pc,ev). The Figure 3.7(b) shows the converter truth table. Though

the converter doesn't produce the spacer in precharge phase, it will not cause the data

transfer errors because of its high conversion speed, for most of the applications.
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Figure 3.7: (a) Encoding converter. (b) Function table.

3.2.2 Control Path

In the control path of both the structures, every stage comprises of a completion

detector (CD), and a stage controller (SC). The purpose of a completion detector is

to identify the evaluation completion and precharge completion of its own stage. The
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stage controller produces the control signals : evaluate('ev' ) and precharge('pc' ). As

the two proposed pipeline styles are based on two distinct communication protocols,

the construction of the control path is di�erent for these two styles. The completion

detector of EA-Hybrid logic checks the arrival of valid data at the input side of a

stage, whereas the PD-Hybrid checks the data validity at the output side of a stage,

as shown in Figure 3.1 and Figure 3.2, respectively. However, both the pipeline styles

adopt identical stage controllers.

3.2.2.1 Completion Detector

A completion detector in the EA-Hybrid pipeline has to send acknowledgments to

its preceding stage before the current stage �nishes data evaluation or precharge.

With this motive, the completion detectors are positioned before the logic blocks,

as shown in the Figure 3.1. To anticipate the precharge or evaluation completion

of their corresponding stages, the completion detectors must check the status of their

corresponding stages (i.e., whether the stages are ready for evaluate/precharge/isolate)

in addition to the critical data path detection. Thus a completion detector has four

inputs: decoupled control inputs 'pc' and 'ev' of its corresponding stage and dual-rail

data bits (d_t , d_f) of the critical path from the preceding stage. The output of the

completion detector is fed to stage controllers of the preceding stage and its stage.

The output of completion detector is set to high when the previous stage supplies

valid data on critical path (i.e., (0,1) or (1,0)) and when its stage is ready to evaluate

(i.e., pc=ev=1). It is set to low when its stage is ready to precharge (i.e., pc=ev=0)

and remains unchanged when its stage is ready for the isolate phase. The circuit and

truth table of the completion detector are shown in Figure 3.8.

The completion detectors in PD-Hybrid style produce acknowledgments to the

preceding stages after their corresponding stages �nish the precharge or evaluation

phases. Hence they are placed after the logic blocks. They detect the critical data

path of their stages at the output side to produce acknowledgments to the preceding

stages. As the completion detectors are performing post-detection, they do not detect

the status of their corresponding stages. This, in turn, leads to a simpli�ed completion

detector design. The complimented data at the output nodes x, x of critical path SLG,

should be identi�ed as the evaluation completion of the stage, and logic-1 on both the

nodes should be identi�ed as the precharge completion of the stage. Hence a simple

static NAND gate shown in Figure 3.9, is used as the completion detector in this
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Figure 3.9: Completion Detector of PD-Hybrid logic pipeline style.

In the EA-Hybrid pipeline style, a DR-SLG in stage-N provide inputs to the com-

pletion detector and to the gates of stage-(N+1) from its out and out nodes as in

Figure 3.1, where as in PD-Hybrid pipeline, the DR-SLG of a stage-N provide inputs

to its completion detector from the output nodes x,x, and to the stage-(N+1) gates

from the nodes out, out as shown in Figure 3.2. This results in reduction of the eval-

uation time contribution to the cycle time of PD-Hybrid, by eliminating the delay of

static inverters present between x(x) and out(out) nodes of DR domino gates.

3.2.2.2 Stage Controller

The stage controller receives input 'S' from the completion detector of its correspond-

ing stage, input 'T' from the completion detector of its next stage and produces the

control signals 'pc' ,'ev'. These control signals must be connected to the logic blocks
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through additional bu�ers to avoid the loading e�ect on stage controller. Based on

these control signals, a logic block will enter into precharge, evaluate or isolate states.

The Figure 3.10 shows the circuit of stage controller. It has a 3-input NAND gate to

generate 'pc' control signal and an inverter to generate 'ev' control signal. From the

Figure 3.10, it can be seen that 'ev' signal depends only on 'S', where as 'pc' signal

depends on both 'S' and 'T'.

pc

ev

T

S

T

S

T

T

Figure 3.10: Stage Controller.

Table 3.2: Function table of the Stage Controller

S T T
′

pc ev stage `N' state

0 0 x 1 1 evaluate

1 0 1 1 0 isolate

1 1 1 0 0 precharge

0 1 0 1 1 evaluate

1 1 0 1 0 isolate

1 0 1 1 0 isolate

An additional signal T
′
is also employed to produce the 'pc' control signal. A

stage-N will precharge and then evaluate by itself, through a self evaluate process, after

receiving the acknowledgement (i.e T=1) from stage-(N+1). This acknowledgement

should be released, i.e., T should become 0, by the time stage-N completes evaluation

of new data. If stage-(N+1) is blocked or too slow it may not release T, while the

stage-N may interpret this T=1 as the acknowledgement for the new data and enter

into precharge phase instead of going into isolate phase. Because of this, stage-N

starts next cycle before stage-(N+1) absorbs the current data. To overcome this

ambiguity a signal T
′
is used in the generation of pc signal. The T

′
is produced using
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an asymmetric C- element(Singh and Nowick (2007b)). The asymmetric C-element

designed for proposed pipeline styles is shown in the Figure3.10. The T
′
signal can

note e�ectively whether stage-(N+1) has absorbed a data item or not. The signal T
′

is reset to low immediately after stage-N is precharged (i.e S=0), and is set to high

after the stage-(N+1) has released the T to low. This can be understood more clearly

from function table of the stage controller shown in Table 3.2. Figure 3.11, shows the

complete circuit diagram of a single stage.
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Figure 3.11: Block diagram for a single stage.

3.2.3 Protocol of Early Acknowledged Hybrid Logic Pipeline

The working principle of the EA-Hybrid pipeline can be understood by observing how

a data �ows through the initial empty pipeline structure shown in the Figure 3.1. The

sequence of events (from one evaluation to the next ) for stage-N after initialization

are as follows:

(i) A logic block in stage-N starts evaluation when the valid data is present at its in-

put. At the same time, the completion detector of stage-N predicts its corresponding

logic block evaluation and sets its output 'S' to 1, which allows the logic block of

stage-N into isolate phase by forcing the 'ev' control signal to 0 in the next step.

(ii) The logic block in stage-(N+1) starts evaluation after the logic block in stage-N

completes its evaluation. At the same time, the stage-(N+1)s completion detector an-

ticipates its corresponding logic block evaluation and allows it into the isolate phase
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and the preceding stage logic block (i.e., stage-N) to precharge in the succeeding step

(i.e., the CD of stage-(N+1) send T=1 to the SC of stage-N. So by taking (S,T) as

(1,1) the SC of stage-N allows its logic block into precharge phase by resetting both

the control signals 'pc' and 'ev' to zero).

(iii) As soon as the logic block in stage-N receives permission to precharge from stage-

(N+1), it will start by itself the next cycle: precharge followed by evaluate and iso-

late. (i.e., when (pc,ev) is set to (0,0), in the next step the CD of stage-N makes it

output 'S' as '0'. Now irrespective of 'T' from stage-(N+1), the stage controller of

stage-N sets (pc,ev) to (1,1) and allows the logic block of stage-N to evaluate the new

data item and from here again the cycle repeats from step-(i) to step-(iii)).

The above order of events decide the cycle time (time from one evaluation to the next

evaluation) of the pipeline and is calculated using equation 3.1.

Tcycle = tev.N + tCD.N+1↑ + tNAND3.N↓ + tCD.N↓ + tNAND3.N↑ + tbuf.N.pc↑ (3.1)

Where tev.N is evaluation time of logic block in stage-N. tCD.N , tCD.N+1 are delays

of completion detectors in stage-N, and stage-(N+1), respectively. tNAND3.N is delay

of the NAND gate present in the stage controller of stage-N. tbuf.N.pc is the delay of

the stage-N bu�er present in the 'pc' signal path. The ↓ and ↑ represent the fall and
rise delays of the corresponding elements respectively. By assuming that all the stages

are identical in terms of delay, equation 3.1 can be simpli�ed as in equation 3.2.

Tcycle = tev + 2.tCD + 2.tNAND3 + tbuf.pc (3.2)

3.2.3.1 Timing Constraints

Since a stage-N in the proposed EA-Hybrid pipeline communicates with neighboring

stages using EA protocol, certain timing constraints should be met for the proper

functionality of pipeline. The following constraints are derived by assuming that all

the stages are identical in terms of delay.

1. Evaluation time: A stage-N should complete its evaluation before its control inputs

force it into isolate phase. i.e., the evaluation time of a stage should be less than sum

of the delays of completion detector, stage controller-inverter and the bu�er in control

path.
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i.e tev < tCD ↑ +tinv ↓ +tbuf.ev ↓ (3.3)

Here tinv ↓ is the delay of inverter present in SC and tbuf.ev ↓ is the delay of bu�er in

evaluate signal path.

A stage-N should also complete its evaluation before its inputs are removed by the

preceding stage-(N-1). For this purpose

tev.N < tCD.N ↑ +tNAND3.N−1 ↓ +tbuf.N−1.pc ↓ +tpc.N−1 (3.4)

tpc.N−1 is the precharge time of stage-(N-1). Since it is assumed that all the stages are

identical the equation 3.4 simpli�es to 3.5

tev < tCD ↑ +tNAND3 ↓ +tbuf.pc ↓ +tpc (3.5)

2. Precharge time: A stage-N should �nish its precharge before its control inputs force

it into evaluate phase.

i.e tbuf.pc ↓ +tpc < tCD ↓ +tNAND3 ↑ +tbuf.pc ↑ (3.6)

In practice the proposed EA-Hybrid pipeline style can easily meet these timing con-

straints, since it is pipelined to the depth of gate level.

3.2.4 Protocol of Hybrid Logic Pipeline With Post Detection

Unlike the EA-Hybrid pipeline style, the completion detectors in this pipeline style

performs the post detection of logic blocks as shown in Figure 3.2. Due to this a com-

pletion detector in a stage produces acknowledgement to its previous stage only after

the evaluation or precharge completion of its corresponding stage. The sequence of

events, from one evaluation to the next, for a stage-N are as follows:

(i) A logic block in stage-N evaluates, as soon as the valid data arrive at its input.

(ii) The completion detector of stage-N detects the evaluation completion of its corre-

sponding logic block and allows it into isolate phase. At the same time the logic block

in stage-(N+1) starts evaluation.

(iii) The completion detector of stage-(N+1) identi�es the evaluation completion of its
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corresponding logic block and allows it into isolate phase and the preceding stage logic

block(i.e stage-N) to precharge through the 3-input NAND gate of stage controller.

(iv) The logic block in stage-N precharges.

(v) The completion detector of stage-N detects the precharge completion of its corre-

sponding logic block and allows it to start the evaluation of new data item through

its stage controller.

From here the entire cycle from step-(i) to step-(iv) repeats. Hence the cycle time

involves the evaluation time of two logic blocks, delay of two completion detectors,

precharge time of one stage and delay of 3-input NAND gates present in the stage

controller. It is calculated according to the equation 3.7.

Tcycle = tev.N + tev∗.N+1 + tNAND2.N+1 + tNAND3.N+

tbuf.pc.N + tpc∗.N + tNAND2.N + tNAND3.N + tbuf.pc.N
(3.7)

Here tev∗ , tpc∗ are evaluation and precharge times of a critical path gate in a stage

respectively, till the output nodes x and x. The delay of the static inverters present

in the domino gates is not included in these delays. In general, we can compute tev as

tev∗ + tinverter, where tinverter is the delay of the static inverter present at the output

node of critical path domino gate. As the completion detector collects the inputs from

the nodes x and x, the tev∗ , tpc∗ come into picture rather than tev, tpc. Assuming all

the stages are identical the equation 3.7 can be modi�ed to equation 3.8.

Tcycle = tev + tev∗ + 2 ∗ tNAND2 + 2 ∗ tNAND3 + tpc∗ + 2 ∗ tbuf.pc (3.8)

Since in PD-Hybrid pipeline, a completion detector generates acknowledge signals to

its preceding stage, after its corresponding stage completes precharge or evaluation,

there are no stringent timing constraints in this pipeline style. Hence this method is

robust compared to the EA-hybrid but with a nominal drop in the throughput. How-

ever, both the proposed pipeline styles are suitable for high throughput applications.

If a high throughput application has to deal with highly variable data path delays,

then in such case the PD-Hybrid pipeline will be the best option.

3.2.5 Initialization

The proposed pipeline structures can be initialized by simply pulling the Reset control

input of all gates to zero. This forces all the outputs of logic blocks and the completion
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detectors to zero. By taking the (S,T) input as (0,0) all stage controllers set the control

signals (pc,ev) to (1,1) and this result enables all the stages to be ready for evaluation

during initialization period. Initialization is released by setting Reset input to logic

one. The pipeline starts working immediately after the release of initialization.

3.3 Simulation Results

In this work, the proposed pipeline styles are validated by designing di�erent test

circuits like FIFO, adder, multiplier and FIR �lter. To optimize the proposed circuits,

all the transistors in each logic gate are sized according to the method of logical e�ort

Sutherland et al. (1999). Further, the critical paths, that decide the cycle time are

optimized for minimum delay in all the circuits. For this, the capacitive load at each

node in the critical paths is analyzed carefully to arrive at the best transistor sizes.

All the circuits are simulated using CADENCE tool set. The section-3.3.1 discusses

the design of FIFO, and the chapters 4 and 5 discuss about the other test circuits.

3.3.1 FIFO

A FIFO is a type of bu�er, and does not process any data. Many electronic systems

require high-speed FIFOs to interface the components that function at di�erent speeds.

This section validates the proposed pipeline styles by designing a high-speed FIFO.

Moreover, it compares the performance of proposed pipeline styles with the existing

domino logic pipelines.

A 4-bit,10-stage FIFO is designed based on proposed EA-Hybrid pipeline style

and simulated using 180 nm technology. The Figure3.12 shows the simulation re-

sult of stage-2 for a single bit. This sample waveform shows the correctness of data

�ow between stages. The (pc , ev) are the control inputs, and the (in, inbar) are

the data inputs of stage-2. During initialization period (i.e., when Reset=0), the

(pc , ev)=(1 , 1) and stage-2 is ready for evaluation. After the release of Reset, the

valid data (i.e.,(in , inbar)=(1 , 0)) has arrived at stage-2, and it enters into evaluate

phase. At this time the stage controller of stage-2 forces ' ev ' to 0 and stage-2 en-

ters into isolate phase ((pc , ev)=(1 , 0)). After stage-3 completes the evaluation of its

data, it sends an acknowledgment to stage-2 (i.e., T=1), and then the stage controller

of stage-2 forces 'pc' to 0 which allows stage-2 to precharge phase ((pc , ev)=(0 , 0)),
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Figure 3.12: Sample input and output waveforms for stage-2 in FIFO.

and the cycle repeats.

The FIFO has been designed using six di�erent pipeline styles: HC-DR, HC-SR,

LP2/2-DR, LP2/2-SR, and the proposed pipeline styles EA-Hybrid and PD-Hybrid.

All these structures are simulated using UMC 180 nm technology and the results are

tabulated in Table 3.3. All these results are in good agreement with the results

reported in (Singh and Nowick (2007b)),(Singh and Nowick (2007a)) , which shows

the validity of simulation procedure carried out in this work. From Table 3.3 it can

be observed that the proposed EA-Hybrid method has a high throughput of 2.2Giga-

items/sec, and moderate transistor count as compared to other existing pipeline styles.

The second proposed method PD-Hybrid has obtained a throughput of 1.68Giga-

items/sec, which is higher than DR pipelines. Though the second proposed method

has lower throughput than HC-SR, it is more robust than SR. As the proposed pipeline
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styles contain DR gates only in the critical path, they have lower transistor count

compared to DR pipeline methods and a little high transistor count compared to SR

pipeline styles.

Table 3.3: Simulation results of FIFO in 180 nm technology.

Pipeline method/
DR SR Hybrid

Parameter LP2/2 HC LP2/2 HC EA PD

Cycle time (ps) 909 649 625 552 454 595

Throughput (k)

(Giga-items/sec) 1.1 1.54 1.60 1.81 2.2 1.68

Transistor Count 804 902 440 490 562 554

The FIFO based on proposed EA-Hybrid pipeline style has been laid out using

UMC-180 nm technology and is shown in the Figure 3.13. The throughput obtained

from the post-layout simulation is tabulated in Table 3.4 and compared with the

published results of other pipeline styles. The post-layout results also show that the

proposed pipeline method has high throughput as compared to the existing pipeline

methods.

Figure 3.13: Layout of 4-bit,10-stage FIFO.

The cycle time/throughput of an asynchronous pipelined circuit is mainly decided
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Table 3.4: Throughput of di�erent pipeline designs for FIFO test case.

Pipeline design Technology cycle time (T ) Throughput (k)

nm Analytical formula Giga-items/sec

PS0 DR Singh and Nowick (2007b) 180 3.tev + 2.tCD + tpc (1.9 ns) 0.51∗∗

LP2/2 DR Singh and Nowick (2007b) 180 2.tev + 2.tCD(1.1 ns) 0.9∗∗

LP2/2 SR Singh and Nowick (2007b) 180 2.tev + 2.tac(0.763 ns) 1.31∗∗

HC SR Singh and Nowick (2007a) 180 tev + tpc + tac + tnand3 + tinv 1.75∗∗ (0.571 ns)

SP DR Midhun et al. (2014) 90 2.tev + tCD + tac (0.358 ns) 2.79∗∗

APCDP Xia et al. (2012a) 65 3.tev + 2.tCD? + tpc(0.16 ns) 6.17∗

EA Hybrid logic 180 tev + 2.tCD? + 2.tnand3 + tbuf.pc (0.5 ns) 2∗∗

90 (0.245 ns) 4.08∗

PD Hybrid logic 180 tev + tev∗ + 2 ∗ tNAND2+ 1.68∗

2 ∗ tNAND3 + tpc∗ + 2 ∗ tbuf.pc (0.595 ns)
∗∗ denotes post-layout results and ∗ denotes pre-layout results.

tCD? : delay of CD that detects only the critical path.
tpc? & tev? : Precharge & evaluation times of critical domino gate without considering

the inverter delays present in domino gate.

by the evaluation (tev) time of the logic blocks. However, depending on the pipeline

structure, the cycle time also depends on delays involved in the precharge / completion

detection mechanisms. From Table 3.4, it can be observed that, except HC-SR and

the proposed EA-Hybrid designs, all the designs have 2 or 3 evaluation times. Hence

the proposed EA-Hybrid and HC-SR designs have higher throughput as compared to

the other pipeline designs. Though HC-SR and proposed EA-Hybrid designs have al-

most similar terms in their cycle time, the EA-Hybrid is faster than HC-SR. The delay

of asymmetric C-element (ac-element) tac in HC-SR is higher than the delay of com-

pletion detector in the EA-Hybrid design. This reduction in delay of the EA-Hybrid

can be attributed to the less loading e�ect on completion detector as compared to the

ac-element in the HC-SR pipeline. Hence the proposed EA-Hybrid has a through-

put of 2Giga-items/sec which is 14.29% (((kEA−Hybrid − kHC−SR) ÷ kHC−SR) ∗ 100)
more than the HC-SR pipeline in 180 nm technology. Even with approximately two

evaluation times involved in cycle time, the PD hybrid has a comparable throughput

as that of HC-SR. This is due to the simpli�ed completion detectors of PD hybrid.
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Further, the robustness of the proposed designs is very high due to the detection of

data path instead of having a separate control path for acknowledge generation. The

simulation of EA-Hybrid logic FIFO is also carried out in 90 nm technology and the

result is tabulated in Table 3.4. The throughput of FIFO is 4Giga-items/sec which

is almost double as compared to the throughput obtained in 180 nm technology. In

the 90 nm technology the EA-Hybrid has achieved 46.2% higher throughput than the

SP-DR pipeline style. Further improvement in throughput can be obtained at lower

technology nodes.

3.4 Summary

This chapter has suggested two e�cient asynchronous domino logic pipeline styles

for high throughput applications. The proposed structures are realized based on the

hybrid data paths. The use of hybrid data path has reduced the overhead in hand-

shake control logic, which in turn has improved the throughput of the proposed struc-

tures. The presence of the isolate phase has improved the storage capacity of both the

pipelines up to 100%. Furthermore, the adoption of early acknowledge handshaking

in EA-Hybrid has greatly improved the throughput of this pipeline style. Both the

proposed pipelines are validated by designing and simulating a 4-bit,10-stage FIFO.

The FIFO circuit based on EA-Hybrid has obtained higher throughput compared to

all other FIFO circuits. The PD-Hybrid FIFO has obtained throughput comparable

to the HC-SR and higher than all other FIFO circuits. Hence, the proposed pipeline

styles are suitable for the gate-level pipelined systems that require high throughput,

bu�ering capacity, and robustness.
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Chapter 4

DESIGN OF HIGH SPEED

COMPUTATIONAL UNITS

4.1 Introduction

The adder and the multiplier units are the commonly used computational units in

many digital systems. This chapter addresses the design of high-speed ripple carry

adder and array multiplier units based on the proposed pipeline methods. Thus the

suitability of proposed pipeline structures for data processing circuits is validated

in this chapter. Though several adder and multiplier architectures can minimize the

computation time, the throughput of a fully pipelined system could not be improved by

these structures. The regular structure and simple pipeline-stage partitioning features

let the ripple carry adder, and the array multipliers more suitable for fully pipelined

systems (Lu and Samueli (1993)).

4.2 Ripple Carry Adder

A ripple carry adder (RCA) is a digital circuit that performs the addition of two n-

bit numbers. In an n-bit RCA, n number of full adders are cascaded such that the

carry-in to each full adder comes from the carry-out of its preceding full adder. As

each carry bit gets rippled into the next stage, this adder is called as the ripple carry

adder. Figure 4.1 shows the block diagram of a 4-bit RCA. Though the structure of

this adder is quite simple, the delay of this adder is very high due to the rippling of
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the carry from the least signi�cant stage to the most signi�cant stage. This delay

increases with an increase in data size.

Figure 4.1: 4-bit ripple carry adder(Rabaey et al. (2002))
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Figure 4.2: Data path of �ne grain pipelined ripple carry adder(Xia et al. (2015))

Pipelining is an e�cient technique to improve the speed of the RCA. Figure 4.2

shows the data path of a 4-bit gate-level pipelined RCA. Each stage contains a full

adder and bu�er units. The �rst stage sums the least signi�cant bits (a0,b0) and

initial carry. The second stage adds the next higher signi�cant bits (a1,b1) and the
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carry-out from the �rst stage. This process continues till the carry reaches to the

�nal full adder that adds the most signi�cant bits. A similar design procedure can be

extended to higher data widths. The full adder sum generator is in the non-critical

path. Hence in the adder circuits designed based on proposed styles, full adder sum

circuit is designed using single rail domino logic. The full adder carry generator is

used as a critical element. Hence it is designed as DR-SLG, which provides a constant

delay for all the applied data patterns. The design of full adder sum and SLG-carry

gates are shown in Figure 4.3.

c

b b
-

c

b b
-

-

a a
-

ev

pc

Vdd

o

sum

(a)

Vdd

oo

pc

o_fo_t

ev

a a

b b b b

c c c c c c

xx

(b)

Figure 4.3: (a) FA-sum SR gate (b) FA-carry-SLG.

A 16-bit ripple carry adder is designed in 90 nm technology using four di�erent

pipeline styles: HC-SR, APCDP, and proposed EA-hybrid, PD-hybrid logic styles.

Figures 4.4 and 4.5 show the sample input and output of EA-Hybrid and PD-Hybrid

16-bit adders, respectively for 4 input cycles. From these �gures, valid output can

be observed after the initial latency. It can also be observed that a spacer follows

every valid output. In addition to this correctness of data �ow can also be seen from

Figures 4.4 and 4.5.
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Figure 4.4: Screen-shot of 16-bit EA-Hybrid adder output.

Figure 4.5: Screen-shot of 16-bit PD-Hybrid adder output.

Table 4.1 compares the performance metrics of all the designed adders. The moti-

vation behind choosing HC-SR and APCDP pipelines is their comparable throughputs

with the proposed pipeline methods for FIFO test case. The adder designed using

the proposed EA-Hybrid pipeline method has obtained a throughput of 3.44Giga-

items/sec, which is 13.53% higher than HC-SR and 79.16% higher than APCDP. The

adder based on the PD-Hybrid pipeline style has achieved 36.9% higher throughput

than APCDP. The transistor count and power consumption of proposed methods are

a bit higher than the APCDP and comparable with the HC-SR. The reason for this

is the use of additional elements like stage controllers and SLG's, to achieve high

throughput. Energy-delay2 product (E.T 2) is an excellent metric for comparing en-

ergy and delay e�ciency. There will always be a trade-o� between power consumption

and speed. Hence, to compare the performance of di�erent circuits, usually, the met-
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Table 4.1: Evaluation results of 16-bit adder (90 nm).

Pipeline design Transistor count latency Throughput Power consumption Energy-delay2 product(ET 2)

ns Giga-items/sec mW (pJ ∗ ns ∗ ns)

APCDP 3694 1.12 1.92 5.8 0.811

HC SR 4004 1.05 3.03 13.4 0.482

EA hybrid logic 4025 1.08 3.44 13.53 0.33

PD hybrid logic 3970 1.1 2.63 11.91 0.653

Synchronous 11458 1.2 2.5 18.7 1.19

ric Energy-delay square product (E.T 2), which includes both power and delay metrics,

is used. The lower the E.T 2 value, the better the circuit performanceMartin et al.

(2002). From Table 4.1 it can be observed that the E.T 2 of the proposed EA-hybrid

pipeline is minimum as compared to other pipelines. Though the E.T 2 of the HC-

SR and the proposed PD-hybrid pipeline seems to be comparable, the robustness of

the PD-hybrid logic is high. This is because, in SR designs, critical path delays are

replicated in the request signal path, whereas in both the proposed styles, the control

signals are generated from the critical path itself. The latency of all the pipeline styles

is nearly equal, as their data paths are almost similar.

Further, to examine whether the timing constraints mentioned in Chapter-3 are

met or not, the delay of each component is measured for 16-bit, EA-Hybrid adder and

listed in Table 4.2. From these delays it can be observed that the timing constraints

of EA-Hybrid method are satis�ed with su�cient margins. The �rst constraint men-

tioned in equation (3.3) is satis�ed with a margin of 167.12%, the second constraint

shown in equation (3.5) is met with a margin of 533.26% and the last constraint given

in equation (3.6) is met with a margin of 33.31%.

The workload is a parameter used to evaluate the power consumption of pipelined

circuits Xia et al. (2015). It is de�ned as the ratio between the number of active

state cycles and the total number of cycles. Figure 4.6a conceptually de�nes the work-

load. It is measured as P/(P+Q), where P is the number of successive data injection

cycles (active cycles) and Q is the number of successive empty cycles. Empty cycles
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Table 4.2: Delay of individual components in 16-bit, EA-Hybrid adder

EA-Hybrid pipeline
tev: 49.71 ps
tinv↑:11.1 ps
tinv↓:9.35 ps
tnand3↓:22.71 ps
tnand3↑:42 ps
tCD↑:50.2 ps
tCD↓:90.8 ps
tpc:92.2 ps
tbuf.pc↓:44.7 ps
tbuf.pc↑:49.71 ps
tbuf.ev↓:28.95 ps
tbuf.ev↑:21.5 ps

time

(520 ps)
1 cycle

P cycles Q cycles

work load = P / (P+Q)
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Figure 4.6: (a)De�nition of workloadXia et al. (2015). (b) Power consumption at
di�erent workloads.

mean we keep the stages such that they do not process any data. Figure 4.6b shows the

power consumption of the pipeline designs at di�erent workloads when all the designs

are operating at 1.9Giga-items/sec. Compared to APCDP, the proposed pipeline

styles are consuming high power due to the use of additional blocks like SC, CD, and

SLGs. However, the cycle time and the ET 2 of the proposed design are quite low

as compared to APCDP. Though the proposed designs have DR critical paths and

completion detectors, their power consumption is still comparable with the HC-SR
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Figure 4.7: Throughput vs. operand size.

In order to test the sensitivity of the throughput with data width the adders with

di�erent operand sizes are designed, and the simulation results are presented using bar

charts in the Figure 4.7. Ideally, the throughput of SR and hybrid data path designs

should be independent of the data width because in their cycle time equations the

terms tev and tcd do not vary with operand size. However, in practice, as the data

width increases, the pipeline stage extends vertically, and this boosts the loading e�ect

on the stage driving bu�ers, which in turn increases the delay of bu�ers. Hence as the

data width increased from 4-bit to 32-bit, the throughput of EA-hybrid, HC-SR, PD-

hybrid, and APCDP are dropped by 24.4%, 29.3%, 25.08%, and 12.09%, respectively.

In DR designs this drop rate will be very high because as the data width increases,

the delay of completion detectors in these circuits increases by a signi�cant value.

A 4-bit adder based on the proposed EA-Hybrid pipeline style has been laid out

using UMC-180 nm technology, and is shown in Figure 4.8. The throughput obtained

from the post-layout simulation is 1.23Giga-items/sec, which is just 4% less than

the performance obtained from schematic simulation. As there are no standard cells

available for DR-SLGs, all the test cases in this work are full custom designs.

In the proposed PD-Hybrid pipeline style shown in Figure 3.2, the completion de-

tectors collect the inputs from the intermediate nodes x and x of DR-SLG's. Though
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Figure 4.8: Layout of 4-bit adder.

(a) (b)

Figure 4.9: (a) FA Carry circuit layout. (b)Completion detector layout.

the completion detector brings additional load on the intermediate nodes, this load-

ing e�ect can be neglected as the completion detector's in PD-Hybrid are simple

2-input, static NAND gates. To prove this, the critical element in adder and multi-

plier circuits (i.e.,Full adder carry generator) and the completion detector used in the

PD-Hybrid pipeline style are laid out in 180 nm technology, and shown in Figure 4.9.

The inputs for the completion detector are given from the intermediate nodes x, and

x of full adder carry gate. The post layout simulation is carried out with R-C-CC ex-

traction. It is observed that the functionality of the Full adder is not disturbed due to

completion detector loading even in post-layout simulation. The delay of the signals

at the intermediate nodes x and x with respect to control signals 'pc' and 'ev' , is

measured in both schematic simulation and layout simulation and given in Table 4.3.

From these results, it can be observed that the impact of completion detector load-

ing on intermediate nodes is quite negligible. To ensure the proper functionality of

full adder carry generator even with further delay variations, it is also simulated by

connecting a capacitive load, whose value is �ve times that of completion detector
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gate capacitance, at the nodes x and x. Even at this load, the FA carry circuit is

functioning properly without much degradation in its speed.

Table 4.3: Delay of signals at nodes x and x

Node name x x

Delay from Schematic simulation 118.2 ps 123.7 ps

Delay from Post layout simulation 120 ps 129.7 ps

(With CD load)

Delay from Post layout simulation 124.6 ps 136 ps

With a capacitive load equal to

5 times of CD gate capacitance)

4.3 Array Multiplier
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Figure 4.10: (a)Data path of 3x3 array multiplier

The Figure 4.10 shows the data path construction of a 3x3 array multiplier with

hybrid data paths. The �rst stage in the array multiplier generates partial products

using an array of domino AND gates. The succeeding stages sum the partial products
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using half adders and full adders. In the 5th stage FA-carry circuit is selected as critical

element and converted to SLG. In the 4th stage the HA-Carry circuit is considered as

critical element as it has more number of inputs compared to the other bu�er gates

and it also has a link to its successor stage SLG. In the same fashion, the FA-Sum

circuit in the 3rd stage, FA-carry circuit in the 2nd stage and an AND gate in the

�rst stage are considered as critical elements and converted to SLGs. The remaining

gates in the stages are constructed as either SR or DR gates depending on the next

stage requirements. Almost all non-critical paths are constructed using SR gates. If

a gate output in stage-N has to be utilized by a FA in stage-(N+1), then the gate in

stage-N is constructed as DR gate, since the FA need inputs in both complimentary

and uncomplimentary forms. The similar design procedure is extended to 8x8 array

multipliers.

Figure 4.11: Screen-shot of 8X8 EA-Hybrid array multiplier output.

Figure 4.12: Screen-shot of 8X8 PD-Hybrid array multiplier output.

Four 8 x 8 array multipliers are designed using APCDP, HC-SR and proposed
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pipeline methods. All the multiplier designs are simulated in UMC-180 nm technology

at 1.8V supply. Figures 4.11 and 4.12 show the sample input and output of EA-Hybrid

and PD-Hybrid 16-bit multipliers, respectively for 4 input cycles. The correctness of

data �ow can be observed from these �gures.

Table 4.4: Evaluation results of 8x8 array multiplier (180 nm)

Pipeline Style Transistor count Latency Throughput Power consumption E.T 2

(ns) Giga-items/sec (mW) (pJ ∗ ns ∗ ns)

APCDP Xia et al. (2015) 5439 2.49 0.77 19.7 40.91

HC-SR Singh and Nowick (2007a) 5741 2.18 0.97 27.9 30

EA-HYBRID 5757 2.28 1.08 31.6 24.6

PD-HYBRID 5673 2.35 0.909 25.4 33.8

The performance metrics of multipliers are summarized in Table 4.4. The simu-

lation results show that the multiplier designed using proposed pipeline method EA-

Hybrid has obtained a throughput of 1.08Giga-items/sec, which is 11.34% higher than

HC-SR and 40.25% higher than APCDP. The pipeline style PD-Hybrid has achieved

0.909Giga-items/sec throughput and it is 18.05% faster than APCDP. This is on ac-

count of tev∗ and tpc∗ in PD-Hybrid style. Further the CD's in this method are 2-input

NAND gates, where as they are 2-input NOR gates in APCDP. Though this design

has 6.3% lesser throughput than the HC-SR, it is more robust as it need not deal with

any timing constraints. Unlike in SR methods, where critical path delay is replicated

as matched delays in the request signal path, both the proposed methods detects

the critical path itself. Hence they are highly robust compared to the SR pipeline

methods. Further, the overhead in the data path and control path of the proposed

designs is quite less compared to DR pipeline styles due to the adoption of hybrid

data paths. From Table 4.4, it can be observed that though the EA-Hybrid method

has little more transistor count and power consumption compared to HC-SR, it has

achieved the lowest E.T 2. The proposed PD-Hybrid has obtained 17.37% lower E.T 2

than APCDP and has lower transistor count and power consumption than HC-SR.

The latency of both the proposed methods is less compared to the APCDP.

In order to see the e�ect of technology scaling on the proposed methods, and also to
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Table 4.5: Simulation results of 8x8 array multiplier at lower technologies

Pipeline Style Technology Throughput

nm Giga-items/sec

APCDPXia et al. (2015) 65 4

EA-Hybrid 90 3.44

65 5.71

PD-Hybrid 90 2.56

65 4.44

compare the proposed methods with the published result of APCDPXia et al. (2015),

the multipliers are also simulated in UMC 90nm and 65 nm technologies at a supply

voltage of 1.2V. Table 4.5 depicts these results. The proposed methods have achieved

the higher throughput compared to APCDP even at lower technology nodes. Here

the supply voltage 1.2V is considered for fair comparison of proposed methods with

the published APCDP result. However, the proposed methods can properly function

over a range of supply voltages. The variation of throughput as the function of supply

voltage at 65 nm technology is shown in the Figure 4.13. As seen from the Figure 4.13,

the throughput increases with increase in the supply voltage due to the reduction in

the gate delays with enhancement of supply voltage.
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Figure 4.13: Throughput VS Supply voltage.

Further, the delay of each component in the EA-Hybrid multiplier circuit is mea-

sured in 65 nm technology, and listed in Table 4.6. From these delays, it can be

observed that the timing constraints of the EA-Hybrid method are satis�ed with suf-

�cient margins. The �rst constraint mentioned in equation (3.3) is satis�ed with a
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Table 4.6: Delay of individual components in 8x8, EA-Hybrid multiplier (65 nm)

EA-Hybrid pipeline
tev: 22.07 ps
tinv↑:6.38 ps
tinv↓:14.45 ps
tnand3↓:18.8 ps
tnand3↑:15.9 ps
tCD↑:34.9 ps
tCD↓:52.47 ps
tpc:55.2 ps
tbuf.pc↓:30.51 ps
tbuf.pc↑:28.3 ps
tbuf.ev↓:33.68 ps
tbuf.ev↑:28.06 ps

margin of 214.18%, the second constraint shown in equation (3.5) is met with a mar-

gin of 531.67% and the last constraint given in equation (3.6) is met with a margin of

12.78%.

Figure 4.14 shows the power consumption of the proposed pipeline designs at dif-

ferent work loads, when both the designs are operating at a throughput of 0.909Giga-

items/sec. At all the workloads the proposed methods are functioning properly with-

out any leakages in the internal nodes. Compared to EA-Hybrid, the PD-Hybrid

pipeline consumes low power due to the simple CDs. However both the proposed

designs are suitable for high performance applications.
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Figure 4.14: Testing of array multiplier at di�erent Work loads
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4.4 Summary

In this chapter, the proposed pipeline styles are validated for data processing cir-

cuits by designing ripple carry adder and array multiplier. The adder and multipliers

designed based on proposed EA-hybrid have higher throughput compared to other ex-

isting pipeline styles. Though the circuits based on PD-hybrid have lower throughput

than HC-SR, they are more robust due to the adoption of hybrid data paths. The

power consumption of the proposed pipeline styles at di�erent workloads is also eval-

uated. It has been observed that the proposed pipeline styles have comparable power

consumption with HC-SR and has higher power consumption than APCDP. However,

the ET 2 of the proposed EA-Hybrid pipeline is very low compared to APCDP and

HC-SR pipelines. It is also observed that the throughput fall of the proposed pipeline

styles with an increase in operand size is very less. Further, the e�ect of technology

scaling and supply voltage on the throughput of proposed methods is also observed.
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Chapter 5

HIGH THROUGHPUT DIGITAL

FIR FILTER FOR PRML READ

CHANNEL APPLICATION

5.1 INTRODUCTION

These days, most of the electronic devices like digital cameras, personal computers,

video recorders and MP3 players extensively use the hard disk drives as storage units.

To satisfy the ever increasing demand on high data rates and storage capacity re-

quirements, the hard disk drives adopt the sophisticated signal processing methods

like Partial Response signaling with Maximum Likelihood detection (PRML) for their

read channels. A high throughput, low latency digital FIR �lter is the primary re-

quirement of the read channel for equalization process Pearson et al. (1995). This

chapter presents the design of an asynchronous digital FIR �lter suitable for high

performance PRML read channel ICs. To achieve the enhancement in speed and re-

duction in latency parameters of the FIR �lter, its computational units are deeply

pipelined using high speed EA-hybrid pipeline method.
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5.2 Proposed Asynchronous Digital FIR �lter

High throughput and low latency are the primary requirements of the FIR �lter for

the read channel application. The asynchronous domino logic gate-level pipeline styles

support high throughput designs. These methods also avoid the latches between the

pipeline stages, which leads to low latency designs. Further, the asynchronous circuits

by nature can handle variable data rates, and hence the asynchronous FIR �lter can

tolerate the variations in the data rate. Hence the asynchronous gate-level pipeline

styles are quite suitable to design an FIR �lter for read channel application. To the

best of our knowledge, there is no fully asynchronous gate-level pipelined FIR �lter in

the literature. As mentioned earlier, asynchronous pipelines have various bene�ts over

the synchronous pipelines. Hence as a part of this research work, an attempt is given

to design a fully asynchronous gate-level pipelined FIR �lter. As the asynchronous

EA-Hybrid pipeline can produce high throughput circuits, this pipeline method is

chosen to design the FIR �lter.

5.2.1 Speci�cations of FIR �lter

The general data format of the FIR �lter for read channel application is shown in

the Table 5.1. Hence in this work, an 8-tap FIR �lter is designed with the data sizes

given in Table5.1. A low pass FIR �lter, with pass edge frequency of 50MHz and

stop edge frequency of 500MHz, based on direct form architecture, is designed.The

gate-level pipeline methods are best suitable for simple architectures. Hence the direct

form architecture is chosen to design the �lter. The �lter coe�cients are computed

using MATLAB for the given speci�cations. These coe�cients are fractional values.

As the proposed EA-Hybrid pipeline supports integer data type, the �lter coe�cients

should be rounded to the integer values. The rounded integer coe�cients are obtained

Table 5.1: General data format of the FIR �lterKi et al. (2000)

Input data size 6-bit

Coe�cient data size 6-bit

Number of taps 8-tap

Output data size 15-bit
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by multiplying the fractional coe�cients with 25. To see the e�ect of rounding on

�lter output, few simulations are carried out using Matlab. An FIR �lter with these

speci�cations is designed and simulated in MATLAB, with the original coe�cients and

the rounded coe�cients. The output of the �lter is shown in Figure 5.1. From the

Figure 5.1 we can observe that the error between the output with original coe�cients

and the output with rounded coe�cients is with in ±0.018V , which is very less. Hence
in this work, the FIR �lter is designed with rounded integer coe�cients.

Figure 5.1: Filter output waveforms and Error signal

5.2.2 Filter architecture

Figure 5.2 shows the architecture of the FIR �lter. This is a direct form FIR struc-

ture, with EA-Hybrid gate-level pipelined multiplier and adder units. The �ne grain

pipelined multiplier and adder units improve the throughput of the FIR structure by

reducing its critical path to a single gate level. There are two signi�cant challenges in

the design of this structure:

(i) The adder units are receiving inputs from their preceding multiplier units. Hence

simple linear EA-Hybrid pipeline structure is not su�cient to realize the adder units.

(ii) The input data and the data from the registers are �owing in two directions(i.e.,

to their succeeding registers and the �rst stages of the multiplier). Hence it is di�cult

to provide synchronization between registers and the multipliers �rst stages.
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The �rst challenge can be met by designing adders using EA-Hybrid JOIN struc-

ture as shown in Figure 5.3. When extending the EA-Hybrid pipeline to JOIN struc-

ture, the completion detector of the �rst stage in an adder has to detect all the critical

paths of its preceding multipliers.

A

B

C

SLGL

SR

SR

CD

ack

A , B are multipliers

C is the adder unit

Figure 5.3: Join Structure for EA-Hybrid pipeline.
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Each additional critical path can be accommodated by placing an extra NMOS tran-

sistor in the pull-down path of completion detector. Further, the SLG/SLGL of adder

�rst stage should also be linked to all the incoming critical data paths. Figure 5.4

shows the Completion detector and the SLG of adder �rst stage.
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Reset
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Figure 5.4: (a) completion detector of adder 1st stage (b) SLG of adder 1st stage.

Considering the JOIN structure in Figure 5.3 , the time taken by the precharge

signal to reach multipliers from the adder is calculated as in equation 5.1.

Tdel = tCD2↑ + tNAND3 + tbuf.pc (5.1)

Here tCD2 is the delay of the CD that detects critical paths of two multipliers. tNAND3,

tbuf.pc are the delays of NAND gate and the driving bu�er present in multiplier, re-

spectively. The time for the adder �rst stage to enter into next evaluation phase is

calculated as in equation 5.2

Tnxt.ev = tev2 + tCD↑ + tNAND3 + tCD2↓ + tNAND3 + tbuf.pc (5.2)

Here tev2 is the delay of the adder �rst stage SLG that accommodates critical paths
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of two multipliers.

To avoid the pipeline failure Tdel < Tnxt.ev. The margin time can be calculated as

in equation 5.3. If the delay variations are smaller than Tmargin, no pipeline failure

happens.

Tmargin = Tnxt.ev − Tdel (5.3)

The registers in the proposed structure are built using D-Latches. To meet the

second challenge, all these registers are controlled by a separate control signal. This

signal allows registers into the isolate state when the �rst stages of all multipliers are

in the evaluate phase. Hence during this time, the registers can supply stable inputs

to the multipliers. The control signal allows the registers into a transparent state

when the �rst stages of the multiplier are in the isolate phase. During this time, the

new data arrives at the input of all the multipliers. During the initialization period,

the output of all the registers and computational units is reset to zero. The following

steps explain the functionality of the FIR structure.

� After the release of initialization, all the units are ready for evaluation.

� Once the valid data x(n) arrives at the input, the �rst stage of all the multipliers

starts evaluation process and their corresponding completion detectors anticipate

the evaluation of the stages and allow the stages into isolate phase in the next

step.

� When the �rst stages of all the multipliers are in isolate phase, before they receive

precharge signal from their next stages, the registers will enter into transparent

state. The input of second multiplier will change to x(n) and the �rst multiplier

to new data x(n+1).

� Once all the multiplier �rst stages receives the precharge signal from their next

stages, the stages will precharge and then enter into evaluation phase. By this

time all the registers will enter into isolate phase, so that they can supply stable

inputs to the multipliers.

The above process repeats continuously and the output is produced at the �nal

adder unit.
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5.2.3 Simulation Results

A high throughput, 6-bit, 8-tap low pass FIR �lter, with EA-Hybrid pipelined multi-

plier and adder units, is designed and simulated using UMC-65 nm and 180 nm tech-

nologies. Figure 5.5 shows the input and output waveforms of the FIR �lter in 65 nm

technology. This �lter is designed with a pass edge frequency of 50MHz, stop edge

frequency of 500MHz. An input signal that has the frequency components of 40MHz

and 600MHz is applied to the �lter through an ADC. The output signal is produced

after passing the �lter output through a DAC. These ADC and DAC circuits are taken

from the �ahdlLib� library.
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Figure 5.5: Filter input, output wave forms

The input signal is applied with a delay of 1 ns to the �lter. This 1 ns duration

is utilized to initialize the �lter circuit. The output of the �lter is obtained after

an initial latency of 2.6 ns and the �lter is operating at a maximum throughput of

2.3Giga-items/sec. The �lter is also tested by varying its input data rates from

500MHz to 2.3GHz. At all these rates the �lter is functioning properly. Figure 5.6

shows the comparison of the smoothened output signal generated from the designed

FIR �lter and the ideal output generated from MATLAB simulations. Both the signals

have the frequency component of 40MHz, which is in the pass band limit. There is a

phase shift in the actual output signal due to the latency and initialization delay of

the �lter circuit. As the �lter is designed for unsigned numbers, and the ADC circuit
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needs biasing, the dc component is added to the input of the EA-Hybrid �lter. Hence

the output of the designed �lter has a dc shift.
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Figure 5.6: Comparison of �lter output waveforms.

Table 5.2: Simulation results of FIR �lter

Technology 180 nm 65 nm

Throughput 1.17Giga-items/sec 2.3Giga-items/sec

Latency 7.1 ns 2.6 ns

Power consumption 820mW 78mW

Energy-delay square product (E.T 2) 473.96 PJ*ns*ns 6.376 PJ*ns*ns

Range of tolerable input data rate 260MHz - 1.17GHz 500MHz - 2.3GHz

Table 5.2, shows performance parameters of the FIR �lter. The results show that

the FIR �lter designed based on EA-hybrid technique is satisfying all the requirements

of the FIR �lter for PRML read channel application. Table 5.3 compares the simu-

lation results of the proposed FIR �lter with the high capacity FIR �lter (HC) Singh

et al. (2010), which is one of the best-reported FIR �lters for PRML read channel ICs.

The results show that the proposed FIR �lter has achieved comparable throughput

of HC FIR �lter with the simple direct form architecture. The proposed FIR �lter

consumes 820mW power. However, this number can not be compared with HC FIR

�lter as the reported power is only for a subpart of the �lter. The robustness of the

proposed design is high as it is detecting the critical path itself rather than replicating
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the critical path delay in request signal path. Further, the proposed FIR �lter does not

require any precomputations, which in turn simpli�es the coe�cient updating process

when the data rate changes rapidly.

Table 5.3: Comparison of HC and EA-Hybrid FIR �lters (in 180 nm technology)

Pipeline method HC (Singh et al. (2010)) EA-Hybrid

Architecture Distributive arithmetic Direct form

Maximum Throughput (Giga-items/sec) 1.3 1.17

Maximum initial Latency (ns) 10 7.1

Operating range (GHz) 0.2 - 1.3 0.26 - 1.17

5.3 Conclusion

In this chapter, an asynchronous, 6-bit, 8-tap FIR �lter has been designed and sim-

ulated using UMC-180 nm and UMC-65 nm technologies. The multiplier and adder

units of the �lter are pipelined to the depth of gate level using EA-Hybrid pipeline

method. Due to this �ne grain pipelining, the critical path of FIR �lter is reduced to a

single gate level. The simulation results show that the asynchronous �lter can operate

up to the throughput of 1.17Giga-items/sec with a latency of 7.1 ns at 2.1V supply

in 180 nm technology. The �lter is also simulated using UMC-65 nm technology to

see the e�ect of technology scaling. The throughput of the �lter was improved as the

technology scales down. The results demonstrate that the asynchronous EA-hybrid

FIR �lter concretely suits for high-performance PRML read channels.
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Chapter 6

CONCLUSIONS AND FUTURE

WORK

6.1 Summary and Conclusions

In this work, two e�ective asynchronous domino logic pipeline styles for high through-

put applications are introduced. The proposed structures are realized based on the

hybrid data paths. The adoption of hybrid data paths has reduced the overhead in

the logic blocks as well as in the completion detectors of the pipeline structures. This,

in turn, leads to the throughput improvement of the proposed methods. The through-

put of the proposed methods is further improved by designing the critical path gates

using DDCVS logic instead of the DR domino logic. Furthermore, the adoption of

the Early Acknowledge protocol for the EA-Hybrid method has greatly improved the

throughput of this pipeline style. The presence of the isolate phase has improved the

storage capacity of both the pipeline methods up to 100%.

Di�erent digital circuits such as FIFO, Ripple carry adder, and Array multiplier

are designed based on the proposed pipeline styles and simulated in 180 nm, 90 nm,

and 65 nm technologies using CADENCE virtuoso tool set. As the standard cells are

not available for the DR-SLG's, all the circuits in this work are full custom designs.

Further, in all the circuits designed, the critical paths that decide the cycle time are

optimized for the minimum delay. The simulation results in chapters 3 and 4 have

proved that the proposed pipeline styles are suitable for systems that require high

throughput, bu�ering capacity, and robustness. Though the power consumption of

the proposed methods is high, their E.T 2 is quite good compared to other existing

73



methods. Further, the layouts of 4-bit,10-stage FIFO and a 4-bit adder have been

implemented in 180 nm technology. The FIFO has obtained 9% and the adder has

obtained 4% lower throughputs than their schematic implementations. In Chapter 5, a

high-speed asynchronous digital FIR �lter suitable for PRML read channel application

has been designed and simulated using UMC-180 nm and UMC-65 nm technologies.

The multiplier and adder units of the �lter are pipelined to the depth of gate level

using EA-hybrid pipeline method. The results demonstrate that the asynchronous

EA-hybrid FIR �lter concretely suits for high-performance PRML read channels. The

outcomes of this research work are listed below.

� Two high throughput asynchronous gate-level pipeline styles namely, EA-Hybrid

and PD-Hybrid, are proposed for high throughput applications.

� The circuits FIFO, adder, and multipliers are designed based on proposed styles.

The simulation results proved that the proposed pipeline styles are suitable for

high-performance applications. Simulation results show that the throughput of

these circuits is better than state of the art asynchronous pipelines in 180 nm,

90 nm, and 65 nm technologies. Throughput drops marginally even in post-

layout simulations.

� A fully asynchronous FIR �lter is designed for the �rst time. The results showed

that the �lter suits well for high-speed and low latency applications.

6.2 Scope of Future Work

The work can be extended by designing the FIR �lter for signed numbers. Further, the

complex modules such as FIR �lter banks and RISC processors can be designed based

on proposed methods. Design automation becomes an important issue while applying

the proposed pipeline methods to complex modules. Design automation for layout

is one of the signi�cant issues. Standard placement and routing tools try to reduce

the critical path delay in logic blocks by optimizing circuit layout. However, such

optimization is not suitable for proposed methods as it might degrade the robustness

of the constructed critical data path. Hence, a speci�c placement and routing method

has to be developed to increase the delay on the constructed path. Timing veri�cation

is another critical issue in design automation. There is almost no EDA support for
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verifying domino gates. A high-quality domino gate library has to be developed to

apply static timing analysis for verifying the timing constraints in proposed methods.
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