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Abstract

Distributed generation (DG) offers solution to the ever increasing energy

needs by generating the energy at the consumer end, in most cases by

means of renewable energy sources. A microgrid with DGs will result in

an enhanced performance in terms of continuity of the power supply for

consumers. Microgrids may operate either in grid–connected or islanded

mode. Islanding detection is one of the most important aspect of inter-

connecting a DG to the utility. Several islanding detection methods have

been proposed over the years to improve the islanding detection in terms

of detection time, accuracy. However, with the upcoming trends, such as

smart grids, there is an imminent need for incorporating intelligence to

the islanding detection methods. Also, it is important for the islanding

detection methods to perform well at near zero power mismatch conditions

and noisy conditions.

This research work proposes islanding detection methods based on image

classification techniques. Time–series data from point of common coupling

is acquired and then converted to an image to enable this. A dataset for

islanding detection based on several islanding and non–islanding events is

created to be used in training and testing the machine learning and deep

learning models. Three islanding detection methods are proposed in this

research work. The first method is based on HOG feature extraction from

the image and SVM classifier. The second method is based on transfer

learning method. The third islanding detection method is based on custom

designed CNN for islanding detection. In addition to islanding detection, a

feature for early islanding detection is also proposed in this research work.

Early islanding detection is proposed by monitoring the fault and normal

conditions. Once a fault occurs, the time window between the operation

of relay contacts and the opening of circuit breakers is utilized to detect

the islanding event. All the methods are tested with the islanding dataset

that is created which includes near zero power mismatch conditions and

noisy data. The proposed methods demonstrate the potential of image

classification techniques for islanding detection.
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Chapter 1

INTRODUCTION

1.1 Introduction

Traditionally, the configuration of distribution system was designed to operate with

only one source supplying the downstream feeder networks (Balamurugan et al., 2012).

However, with increasing demand for energy and depleting fossil fuel resources, it

has become the need of the hour to come up with solutions to meet the insatiable

energy consumption requirements. A rudimentary approach to meet this demand

would be to increase the generation capacity. This solution increases the dependency

on fossil fuels even more. Also, the transmission and distribution networks need

to be updated according to the increased generation, transmission, and distribution

capacities. As a result, the increased load demand will further increase the trans-

mission and distribution costs. These challenges can be overcome by transitioning

from large conventional, and centralized generation sources to small, renewable, and

distributed generation(DG) sources. In other words, distributed generation, mostly

with renewable energy sources, at the consumer end, is one such solution to meet the

future energy demands (Kunte and Gao, 2008, Lidula and Rajapakse, 2011, Tsang

and Chan, 2013). As per (1547.2-2008, 2008), there are two classifications for DG

sources. One classification is based on the type of prime mover as stationary and

rotating DGs. Second classification is based on grid-interfacing technique. According

to this, DGs can be asynchronous, synchronous, or power electronic (PE) interfaced

DGs.

Distributed generation or DG refers to comparatively small generation sources that

are installed at the consumer end of the distribution network. These DG sources are

1



distributed across the system. The capacity of DG system can range from kilowatts

to few tens of megawatts. Depending on the energy conversion technology, various

DG sources can be photovoltaic (PV) panels, wind turbines, micro hydro turbines,

micro turbines, or fuel cells. A microgrid is defined as a group of interconnected

loads and DG sources within clearly defined electrical boundaries that acts as a single

controllable entity with respect to the grid.

The advantages of installing DG sources are manifold.

• Environment friendly

Since most of the DG sources are based on renewable energy, such as solar and

wind, the carbon emissions are reduced.

• Cost–effective

The proximity of DG sources to the load centers ensures reduction in transmis-

sion and distribution losses when compared to traditional centralized generation

sources. Also, the initial investment, construction, and deployment time for DG

sources is very less compared to large scale power plants. Further, there is no

need for installing or increasing the capacity of the transmission lines, which

again saves a lot of resources.

• Flexibility

Owing to their relatively smaller ratings, DG sources normally have fast start–

up and shutdown times. Other advantages include easy maintenance, flexibility

in terms of operation, control and load management.

However, the intermittent nature of the renewable energy sources not only affects

the power quality and the system dynamics but also poses some challenges to seam-

lessly integrate them to the grid. One such challenge is the islanding phenomenon.

Islanding in any distributed generation system is a condition wherein the distributed

energy resource is disconnected from the main grid and still continues to supply to

the local consumers as depicted in Fig.1.1.

Microgrids can operate either in grid–connected or islanded mode and each mode

has strikingly different strategies to achieve optimal performance. In grid–connected

mode of operation the primary goal is optimal and economical operation. Islanding

can either be planned or unplanned. In planned islanding, a controllable operation,

the microgrids still supply power to the local loads to ensure continuity of supply while

2



Figure 1.1: Islanding phenomenon

the utility is disconnected. Unplanned islanding on the other hand is an uncontrollable

operation and hence it is undesirable. It may occur due to various reasons such as,

line tripping, human error, or equipment failure. Unplanned islanding can be a threat

to the safety of the personnel working on the system and it can seriously affect the

microgrid operation. Hence, islanding must be detected and the DGs must be either

disconnected or the mode of operation is changed from grid–connected to islanded

mode of operation in case of a planned islanding. Various islanding detection methods

have been proposed over the years with a primary goal to detect islanding event

adhering to the international standards.

Several international standards currently exist across the globe for interconnecting

a DG to the utility. All these standards, more or less, demand stringent requirements

for islanding detection in terms of detection time, q-factor, frequency range, and

nominal voltage values. These standards are used as a benchmark while developing

new techniques for islanding detection. A digest of various international standards is

given in Table 1.1.

1.2 Classification of islanding detection methods

Islanding detection techniques can be broadly classified as classical methods, which

include all the local methods, such as, passive, active, and hybrid methods, remote

methods, signal processing methods, and intelligent/computational intelligence based

methods. Classification of islanding detection methods is shown in Fig. 1.2. A brief

description of the islanding detection methods is presented here.
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Table 1.1: International standards for anti-islanding

Standard Q
Detection
time

Frequency
range

Voltage
range

IEEE 929-2000 2.5 Within 2s 59.3–60.5 Hz 0.88–1.1 p.u.

IEEE 1547 1 Within 2s 59.3–60 Hz 0.88–1.1 p.u.

IEC 62116 1 Within 2s 59.3–60 Hz 0.88–1.15 p.u.

UL 1741 1 Within 2s 59.3–60.5 Hz 0.88–1.1 p.u.

UK G83/2 0.5 Within 0.5s
47.5–51.5Hz
(stage 1)

0.87–1.1
p.u.(stage 1)

(DGs up to
16A/phase)

47–52 Hz (stage
2)

0.8–1.19
p.u.(stage 2)

UK G83/3 0.5 Within 0.5s
47.5–51.5Hz
(stage 1)

0.87–1.1
p.u.(stage 1)

(17kW/ph or
50kW/3-ph)

47–52 Hz (stage
2)

0.8–1.19
p.u.(stage 2)

Canadian 2.5 Within 2s 59.5–60.5 Hz 0.88–1.06 p.u.

C22.2 No107-01

German 2 Within 0.2s 47.5–50.2 Hz
0.88–1.1.5
p.u.

VDE 0126-1-1

French 2 Instantly 49.5–50.5 Hz 0.88–1.06 p.u.

ERDF-NOI-
RES 13E

Japanese JIs 0
Within 2s (ac-
tive IDM)

Setting value Setting value

0.5–1s (passive
IDM)

Setting value Setting value

Korean 1 Within 0.5s 59.3–60Hz 0.88–1.1 p.u.
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Figure 1.2: Classification of islanding detection methods
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Figure 1.3: Block diagram of passive islanding detection method

1.3 Local methods

1.3.1 Passive methods

Passive methods, as the name suggests, passively monitor a range of electrical quan-

tities at the point of common coupling (PCC) and check if they are below the preset

threshold value. If the monitored electrical quantity exceeds the threshold value,

which is most likely in the event of loss of grid, an islanding event is detected as

depicted in Fig.1.3. A summary of various passive islanding detection techniques is

presented in Table 1.2.

1. Voltage unbalance(VU)

During an islanding event, even if the load variations are nominal, an unbalance

in the voltage arises as a result of the topological changes in the system. An

islanding detection scheme based on this technique is proposed by monitoring

the negative and positive sequence components in (Jang and Kim, 2004)

2. Harmonic distortion(HD)

Whenever there is a loss of mains, an immediate effect is changes in the loading

of the DG. These changes in loading result in variation of the harmonic content

in the current. Therefore, by monitoring the harmonic distortion islanding event

can be detected (Jang and Kim, 2004).

3. Over/under voltage and over/under frequency(OUV/OUF)

In grid–connected mode of operation the active and reactive power requirement

of the load, Pload and Qload, are supplied by the DG (PDG and QDG) and the

mismatch between the two is supplied by the grid.

∆P = Pload − PDG (1.1)
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∆Q = Qload −QDG (1.2)

However, in the event of islanding, to maintain the active and reactive power

balance, the voltage and frequency will change such that ∆P = 0 and ∆Q = 0,

respectively (De Mango et al., 2006). The variation of these two parameters are

monitored to detect an island.

4. Rate of change of power(ROCOP)

An islanding event has a direct consequence on the load change, therefore, by

monitoring the variations in the power output of the target DG islanding event

can be detected (Redfern et al., 1993)

5. Rate of change of frequency

When a distributed generation source is operating in the islanding mode, the

power mismatch will lead to a change in the frequency. Therefore, by monitor-

ing the rate of change of frequency over few cycles and comparing it with the

threshold value, islanding event can be detected (Redfern et al., 1993, Freitas

et al., 2005).

6. Rate of change of frequency over power(ROCOFOP)

ROCOF technique has difficulties detecting the islanding situations especially

when the power mismatch between the load and islanded DG is very small. In

order to overcome this drawback a method based on df/dP is proposed to detect

islanding even under small power mismatch cases (Pai and Huang, 2001).

7. Phase jump detection (PJD)

Phase jump detection essentially monitors the phase difference between output

voltage and current of a grid tied inverter. Phase locked loops (PLL) are used

to synchronize the inverters with the voltage at the point of common coupling

(PCC). This is achieved by a PLL by detecting the zero crossing of the voltage

at PCC. However, during an islanding event the inverter output current remains

unchanged while the voltage at the PCC, as a consequence of islanding, is no

longer stiff. This will result in a phase jump of the voltage since the phase angle

of the load is still the same. By detecting this phase jump, isalnding event can

be detected (PVPS, 2002, Singam and Hui, 2006).
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Table 1.2: Summary of passive islanding detection techniques

Technique NDZ
Impact
on power
quality

Detection
time

Error detec-
tion rate

VU Large None 53 ms Low

HD Large for None 45 ms High

high Q

OUV/OUF Large None 4 ms–2 s Low

ROCOP Small None 24–26 ms High

ROCOF Small None 24 ms High

ROCOFOP < ROCOF None 100 ms Low

PJD Large None 10–20 ms Low

1.3.2 Active methods

Despite having very short detection times, passive islanding detection methods posses

inherent shortcomings, such as, presence of non detection zone (NDZ) and the setting

of threshold value for islanding detection. Especially with threshold setting, too low a

value will lead to nuisance tripping while slightly larger threshold setting will result in

missed islanding event. In order to overcome the shortcomings of passive techniques,

active methods are proposed. Active methods take advantage of the fact that response

of the grid to a perturbation can vary vary drastically under normal conditions and

islanded conditions. Active islanding, as shown in Fig.1.4, injects a perturbation into

the grid parameters, continuously at set intervals, and analyses the response. If the

parameter exceeds a set threshold value in the analyzed response, active methods

classify it as an islanding event.

Various active islanding detection techniques are presented below and a summary

of these techniques is given in Table. 1.3.

Inject

Perturbation at PCC

(At specified interval)

Parameter >

Threshold?

Islanding

Other

Disturbance

Analyse 

Parameters at 

PCC

YES

NO

Set

Threshold 

value

Figure 1.4: Block diagram of active islanding detection method

8



1. Impedance measurement method

In this method, the magnitude of the inverter output current is continuously

varied and the corresponding change in the voltage is monitored. The variation

is calculated as dv/di, as equivalent impedance seen from the inverter. If the

value exceeds a certain threshold, it will be classified as an islanding event

(Ahmad et al., 2013, O’kane and Fox, 1997). However, the difficulties that arise

in setting the threshold value makes it impractical to implement.

2. Active frequency drift (AFD) method

Once an inverter is synchronized to the grid, the voltage at the PCC and the

inverter current remain fixed. However, when there is a loss of mains, a small

disturbance caused in the inverter’s output current will lead to a change in the

zero crossing of the voltage giving rise to a change in the phase. This forces

the inverter to drift the current to eliminate phase error. This process will lead

to a point where the frequency at the PCC is higher than the threshold value

leading to detection of an islanding situation (PVPS, 2002).

3. Frequency jump (FJ) method

FJ, just like AFD, also introduces a dead zone in the inverter’s output current

waveform, but not in every cycle; for instance, a dead zone in every three cycles.

Despite the dead zones introduced to the current waveform, the voltage at PCC

remains unchanged when it is connected to the grid. When islanding occurs,

the voltage at PCC no longer remains stiff and the islanding is detected by the

variation in voltage frequency (PVPS, 2002, Li et al., 2014). Both AFD and FJ

techniques fail to perform well for multiple inverters operating in parallel.

4. Active frequency drift with positive feedback (AFDPF) method

A method to minimize the existence of NDZ in AFD is proposed in (Ropp et al.,

1999) by employing positive feedback to increase the chopping frequency with

increasing frequency deviation from the nominal value as follows:

cfk = cfk−1 + F (∆ωk) (1.3)

where: cfk−1 and ωk−1 are chopping fraction and frequency in the previous cycle

respectively, and F is a function which maps sampled frequency error ∆ωK =
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ω1 − ω0. This function, when properly chosen, adds significant improvements

to AFD. However, the power quality is slightly affected and NDZ still prevails

for loads with high quality factor.

5. Sandia frequency shift (SFS)

Sandia frequency shift (SFS) is an extension of AFD, wherein a positive feedback

is applied to the frequency of the inverter’s voltage and its chopping frequency

is defined as (PVPS, 2002, Li et al., 2014):

cf = cf0 +K(fPCC − fgrid) (1.4)

where: cf0 is the chopping frequency when there is deviation in frequency, K

is the accelerating gain, fPCC is the frequency of the voltage at PCC, and fgrid

is the grid frequency. SFS offers least NDZ in comparison with all the other

active methods.

6. Sandia voltage shift (SVS) method

Sandia voltage shift is yet another method that employs positive feedback, in

this case to the amplitude of voltage at the PCC, for islanding detection. When

the utility is disconnected, by applying a positive feedback to the voltage at

PCC, there is a corresponding change in in the inverter’s output current and

power which can further accelerate the voltage drift to detect the islanding

condition (PVPS, 2002, Li et al., 2014). Despite its ease of implementation and

efficiency comparable to SFS, Sandia voltage shift has some drawbacks such as,

slight degradation of power quality and reduction of inverter’s efficiency as a

consequence of changing output power and its effect on maximum power point

tracking.

7. Slip mode frequency shift (SMS) method

In slip mode frequency (SMS) method, the output current of the utility con-

nected converter, which is expressed as Eq. 1.5, is controlled as a function of the

frequency of the voltage at the PCC (Liu et al., 2010, Lopes and Sun, 2006).

iCON = Isin(2πft+ θSMS) (1.5)
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where: f and θSMS are PCC voltage frequency and phase angle for the SMS

technique, respectively.

θSMS is further set as given below:

θSMS =
2π

360
θmsin

(
π

2

f − fg
fm − fg

)
(1.6)

where: fg is the nominal grid frequency, θm and fm are maximum phase angle

and the corresponding frequency at which it occurs, respectively.

During grid connected mode of operation, the phase angle between θSMS is

almost zero for rated utility frequency. However, during islanding mode of

operation the phase angle is entirely dependent on the external perturbation

and the variation in the phase angle can be used to detect an islanding event.

8. Variation of active (P) and reactive(Q) power method

During an islanding condition the changes in the real power output of an in-

verter, caused due to variation of temperature and/or irradiance, flow into the

load. This will directly affect the inverter output current and the voltage at the

PCC. The variation of the output power caused by the active power variation

injected by inverter can be expressed as follows (Mango et al., 2006):

PDG = Pload =
V 2

R
(1.7)

The variation in voltage can be derived from Eq. 1.7 as:

∆V =
∆PDG

2
.

√
R

PDG
(1.8)

In Eq. 1.8, since R and PDG are constant, the variation in voltage is directly

dependent on variation in PDG. Similarly, relation between variation in reactive

power (Q) and variation in frequency is given as:

dQ = Kf .(fn − f) (1.9)

where: Kf , fn, and f are gain, nominal value of frequency and the estimated

value of frequency respectively.

11



9. Negative sequence current injection method

During grid–connected mode of operation, if a negative–sequence current com-

ponent is injected it will entirely flow into the grid since the grid offers low

impedance. Therefore, the injected negative–sequence current will have no ef-

fect at all on the voltage at PCC. However, in the event of an islanding condition,

the injected negative–sequence current will flow into the local load, resulting in

an unbalance in the voltage at the PCC. An islanding event can be detected

when the unbalance exceeds the set value (Karimi et al., 2008). The voltage

imbalance (VI) to detect islanding event is defined as:

V I =
Vn
Vp
.100% (1.10)

where: Vn and Vp are instantaneous magnitudes of negative–sequence and positive–

sequence voltages in abc reference fame, respectively. The advantages of this

method include short detection time, no NDZ, and a higher accuracy than

positive–sequence voltage injection method.

10. High frequency signal injection method

An islanding detection method based on injection of high frequency low mag-

nitude voltage signal is porposed in (Reigosa et al., 2012). High frequency

impedance can be measured by injecting a various forms of excitation, such

as, rotating or a pulsating voltage vector. The advantages of this method are

negligible effects on power quality due to the injection of high frequency voltage

signal, accurate and fast islanding detection.

11. Virtual capacitor/inductor method

Islanding detection methods are proposed where the grid connected power in-

verter serves as a virtual capacitor when the frequency is slightly lower than

the nominal frequency (Chiang et al., 2012) and as a virtual inductor when the

frequency is slightly higher than the nominal frequency (Jou et al., 2007), dur-

ing an islanding event. Therefore, the amplitude and frequency of the voltage

varies even when the real and reactive power mismatch is negligible, resulting

in better islanding detection.
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12. Phase PLL perturbation

Authors in (Velasco et al., 2011), have proposed a method which adds a current

harmonic to the inverter reference current. By modifying the phase signal of the

PLL, a perturbation is generated such that the angle of the inverter reference

current θINV becomes 1.11:

θINV = θPLL + kcos(θPLL) (1.11)

where: k is the rate of disturbance introduced in the system. Since a PLL is

used to generate the perturbation signal, it is always proportional to the injected

current. Another advantage of this method is that it does not affect the zero

crossing of the signal.

1.3.3 Hybrid methods

As opposed to passive IDMs, active methods could significantly minimize the NDZ

and thereby improve the detection accuracy. However, the injection of a disturbance

signal, in addition to, increasing the complexity of system, also affects the power

quality. In order to avoid continuously injecting a disturbance signal, hybrid tech-

niques are devised by combining passive techniques as a primary detection technique

and active method as a secondary detection technique as depicted in Fig.1.5. Hybrid

methods inherit the desirable features of both passive and active techniques. The

following are various hybrid methods reported in the literature.
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Analyse Parameters
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(V, I, f,...)

Parameter >

Threshold?

Islanding

Inject

Perturbation 

at the PCC
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Active MethodSet
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Figure 1.5: Block diagram of hybrid islanding detection method

1. Voltage unbalance and frequency set point method

This islanding detection technique combines positive feedback, an active tech-

nique, and voltage unbalance (VU)/THD, a passive method, thus making it a
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Table 1.3: Summary of active islanding detection techniques

Technique NDZ
Impact
on power
quality

Detection
time

Error detec-
tion rate

Impedance Small Degrades 0.77–0.95 s Low

measurement

AFD Large for Degrades Within 2 s High

high Q

FJ Small Degrades 75 ms Low

AFDPF Smaller Slightly 1 s Lower

than AFD degrades (approx) than AFD

SFS Smallest Slightly 0.5 s Low

degrades

SVS Smallest Slightly 0.5 s Low

degrades

SMS Small Degrades 0.4 s Low

(approx) Low

Variation Small Degrades 0.3–0.7 s High

of P and Q

Negative
sequence

None Degrades 60 ms Low

current in-
jection

High fre-
quency

Smallest Slightly few ms Low

signal
injection

degrades

Virtual Smallest Slightly 20–51 ms Low

capacitor degrades

Virtual Smallest Slightly 13–59 ms Low

inductor degrades

Phase PLL Smallest Negligible 120 ms Low

perturbation
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hybrid method. At the outset, the three phase voltages are continuously moni-

tored at the output terminal of the DG and and voltage unbalance is calculated.

Owing to its higher sensitivity, VU is used as a detection parameter instead of

THD. Since VU may arise due to an islanding or a sudden variation in load,

frequency set point is lowered whenever VU is above the threshold value to

properly discriminate an islanding event from other disturbances (Menon and

Nehrir, 2007).

2. Voltage and real power shift

This hybrid technique is a combination of average rate of voltage change and

real power shift (RPS), a passive and an active method respectively. Initially,

voltages are continuously measured at the DG terminals and whenever a dV
dt
6= 0

is detected, the magnitude of average rate of change of voltage, Av5, for 5

cycles is calculated to check for an islanding. If Av5 > VSMAX , where VSMAX

is the maximum set point, then it can be classified as an islanding event, and

if Av5 < VSMIN , where VSMIN is the minimum set point, then islanding in not

suspected. However, if VSMIN < Av5 < VSMAX , then the change could be due

to an islanding or some other disturbance in the system. At this point RPS is

used to determine whether the system is islanded or not (Mahat et al., 2009).

3. Voltage fluctuation injection

This hybrid islanding detection scheme comprises of two indices based on passive

detection methods, namely, ROCOF and ROCOV, and one parameter, namely

correlation factor (CF), that gives the correlation between the variation in the

terminal voltage of the DG source and the voltage perturbation source. In this

method, the passive islanding detection scheme is used as a primary detection

scheme and the active technique is used as a back up scheme (Chang, 2010).

4. Hybrid SFS and Q-f method

In this hybrid method a combination of Q–f droop, a passive method, and SFS,

an active method are used. In order to overcome the instability of SFS and

to minimize the NDZ, the optimum value of gain is determined by applying

Bacterial Foraging optimization algorithm. The Q–f droop curve scheme is

further added to the above technique to enhance the overall effectiveness of the

hybrid detection technique (Vahedi et al., 2010).
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1.4 Remote methods

Remote techniques use communication between the utility and the DG to detect

an occurrence of an islanding event. This requires additional instrumentation in

order to establish a communication link between the utility and the DG, which is an

expensive affair. However, the upside of these methods include the absence of NDZ,

no degradation of power quality, and it is effective in multi-DG environment.

1. Power line carrier communication (PLCC)

This technique employs two devices, a signal generator connected at the substa-

tion end and a signal detector connected at the target DG terminals. The signal

generator continuously transmits a signal through the power line itself to all the

distribution feeders. This signal will be detected by the signal detectors present

at the DG location. However, if the signal detector fails to detect the signal for

more than a set duration, it can concluded that an islanding has occurred and

the DGs will be eventually tripped (Xu et al., 2007). Since the transmitter is

expensive, considering the economic aspects, this method is used in cases where

the DG system density is high. The detection time of this method is about 200

ms (Wang et al., 2007).

2. Signal produced by disconnect (SPD)

This method is similar to PLCC technique since this method also uses the con-

cept of signal transmission from the utility end to the DG location. However,

the difference between the two schemes lies in the fact that SPD uses microwave

link, telephone line or other means for communication. Therefore, when the de-

tector at the DG end fails to receive a signal for a set duration, then it will be

classified as an islanding event (PVPS, 2002). The disadvantage, however, of

this technique is that it requires a huge investment for setting up the commu-

nication links.

3. Supervisory control and data acquisition (SCADA)

Islanding detection by means of SCADA is accomplished by measuring the

voltage at the target DG location. If a voltage is sensed when the utility is

disconnected, SCADA system will take necessary action to tackle the islanding

event by sending signals to the corresponding DG (PVPS, 2002). This method
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can eliminate NDZ and greatly enhance the efficiency of the system. However,

this method suffers with slow detection speeds, increased expenditure on in-

strumentation and communication links, and a complex installation procedure

which is not justified for smaller DGs.

1.5 Signal processing Techniques

On one hand, passive methods offer the advantage of fast response time but on the

other, they have a large NDZ which is undesirable. Active methods do not have

issues with NDZ as much as passive methods do, but they, in varying degrees, have

a negative influence on power quality of the system and hence are employed with

caution. Minimization of the NDZ of passive methods can greatly enhance their

overall performance and hence make them a viable alternative to active methods.

Signal processing(SP) methods come in handy to achieve the task of minimizing NDZ

since they are capable of extracting hidden features of any given signal and unveil a

great deal of information about the state of the system. Based on the knowledge of

the extracted features an islanding event can be classified, as explained further.

SP based IDM, as shown in Fig.1.6, monitors various parameters at the PCC and

applies a signal processing technique to derive hidden features, which are further used

for islanding detection. Different signal processing methods for islanding detection

by feature extraction are explained further and a summary of these techniques is

presented in Table. 1.4 and Table. 1.5.
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Figure 1.6: Block diagram of signal processing based islanding detection method

1.5.1 Fourier transform (FT) based methods

Fourier transform is a popular technique used for frequency domain analysis, wherein

a signal is characterized by a series of sinusoidal signals of different frequencies. How-

ever, FT does not have the ability to resolve any momentary information associated

with dynamic variations (Karimi et al., 2000). Therefore, to overcome this problem
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time–frequency analysis is proposed. Short–time Fourier Transform (STFT), a modi-

fication of FT, divides the signal into small frames, wherein each frame can be assumed

stationary. A moving window technique is further applied to evaluate all these frames,

which allows us to have a time–frequency analysis of the signal (Dash et al., 2003b).

The disadvantage, however, is that STFT cannot be applied to non–stationary signals

due to the fixed window width (Zhao et al., 2004, Gu and Bollen, 2000). Discrete

Fourier Transform (DFT) is a technique that is employed to perform frequency do-

main analysis on discrete time signals, which are sampled from continuous time sig-

nals. Fast Fourier Transform (FFT) is an algorithm that is used to compute the DFT

with a significant enhancement of computational efficiency (Ribeiro et al., 2013). In

spite of its computational efficiency, FFT suffers from limitations, such as the de-

piction of high–frequency components as low–frequency components (Lee and Girgis,

1988). An islanding detection method based on DFT is reported in (Kim, 2012) with

a detection time of 1ms even under the circumstances where the difference between

the power generated by the PV and the power consumed load is insignificant. Another

islanding detection method reported in (Vatani et al., 2015) employs FFT to calcu-

late the harmonic content of the equivalent reactance seen at the DG location, which

is further used as an input feature for an intelligent classifier. FFT with Artificial

Neural Network (ANN) to detect islanding event is discussed in (Yin, 2005). Goertzel

algorithm, a type of DFT, which has the fastest technique for pitch detection in com-

parison with DFT and FFT, is used for islanding detection has been reported in (Kim

et al., 2011). The detection time using DFT based Goertzel algorithm (DFT–GA) is

reported to be under 2 cycles.

1.5.2 Wavelet transform (WT) based methods

Wavelet transform, just like FT, is a technique used for the analysis of a signal. How-

ever, the difference lies in the fact that in wavelet analysis, the signal is characterized

in terms of small waves, called wavelets, which are generated from a fixed function

called mother wavelet. These wavelets are localized in both time and frequency, thus

making wavelet transform a suitable candidate for the time–frequency analysis of sig-

nals (Polikar, 1999, Graps, 1995). Owing to the fact that wavelets have large windows

at low frequencies and short windows for high frequencies, it can depict the dynamic

behavior, transients, and discontinuities. This can be effectively used for islanding
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detection. Also, wavelet transform can be used for non–stationary signals. WT can

be classified as continuous (CWT) or discrete (DWT). In (Zhu et al., 2008) CWT and

Mallat decomposition are used to detect islanding event and to filter the noise from

signal, respectively. In order to reduce the computational burden arising from the nu-

merous coefficients in CWT, alternate techniques, like DWT, have been investigated

for islanding detection.

Daubechies mother wavelet based DWT is used for islanding detection by effec-

tively capturing the changes in the signal at the DG terminals (Hsieh et al., 2008).

Some of the reported advantages are, improved islanding detection capability and

ease of programming.

A hybrid islanding detection method has been reported in (Pigazo et al., 2007,

2009) which monitors voltage and current at PCC. In addition to the passive method

used, it also monitors the high–frequency components injected by the DG inverter and

the associated filter and controller for islanding detection. DWT with Bi–orthogonal

1.5 mother wavelet has been used on the high–frequency components injected by the

PV inverter at PCC as it offered good response times and time–frequency resolution.

In addition to the above–mentioned advantages, this method requires a fewer number

of sensors and has enhanced computational efficiency.

In (Samantaray et al., 2009), Daubechies db4 based DWT is applied for negative

sequence components of current and voltage at the target DG terminals and the

classification of islanding event is determined by the change in standard deviation and

energy coefficients. In this method, the detection time for islanding event classification

is reported as 1 cycle. The compactness and localization properties of Daubechies

db4 are used to minimize the NDZ in (Hanif et al., 2010). Another feature of db4

is that it makes use of second level wavelet coefficients(d2) to identify the spectral

changes in higher frequency components, where as db4 DWT and db5 DWT are

used for islanding detection of wind turbine based DG and grid–connected PV DG,

respectively (Karegar and Sobhani, 2012, Hanif et al., 2012). Dyadic DWT, a DWT

technique based on Mallat’s pyramid algorithm (Daubechies, 1990), has been used

to detect islanding event because of its simplicity and non-redundancy (Sharma and

Singh, 2012). DWT with Haar wavelet as a mother wavelet is used to detect islanding

operation of a system with multiple DGs. Haar wavelet requires fewer decomposition

levels, thus least detection time (Shariatinasab and Akbari, 2010). The detection

time reported is 5.5 ms.
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While CWT generates too many co-efficients and reduces the computational effi-

ciency, DWT ends up mixing high frequencies, which results in loss of information.

Wavelet Packet Transform(WPT) is proposed (Morsi et al., 2010) to overcome these

challenges. In this method node rate of change of power index is defined based on

WPT and ROCOP output at the DG terminals.

Wavelet transform based Multi–Resolution Analysis (MRA) is reported in (Ning

and Wang, 2012) for islanding detection. WT based MRA extracts harmonic features

by partitioning the entire harmonic spectrum into several frequency bands and the

harmonic features for each band are generalized. In this technique WT based MRA is

applied on voltage signals at the DG terminals to decompose them into different scales,

wherein for each scale a series of wavelet coefficients are generated that correspond to

a certain frequency bandwidth. Islanding is detected based on the change in the ratio

of the wavelet coefficients. Wavelet Singular Entropy Index (WSEI) based islanding

detection is proposed in (Samui and Samantaray, 2013). Wavelet Singular Entropy

(WSE) encompasses the advantages of the WT, singular value decomposition, and

Shannon entropy. To calculate WSEI, first WT is applied to the three-phase voltages

at the DG terminals and a coefficient matrix is generated. Secondly, a singular value

matrix is computed for the coefficient matrix, which is used to determine the WSE of

individual phases. Lastly, WSE of all phases is added to calculate the WSEI which

is used for islanding detection.

1.5.3 S-Transform (ST) based techniques

In order to overcome the limitations of WT, such as sensitivity to noise and conse-

quently its inability to detect islanding events under a noisy environment, S-Transform

(ST) has been proposed (Stockwell et al., 1996). ST consolidates the properties of

STFT and WT and it is based on a moving and scalable Gaussian window (Ven-

tosa et al., 2008, Dash et al., 2003a). ST constructs a time–frequency representation

of a time series signal and offers frequency–dependent resolution and simultaneous

localization of real and imaginary spectra. It also provides multi-resolution while

keeping the phase of each frequency component unaffected, which comes in handy

while detecting disturbances in a noisy environment.

Ray (Ray et al., 2012) proposed a method to detect islanding in a hybrid power

system based on ST. In this method, ST is applied to the acquired voltage signal and
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S-matrix is obtained. From the S-matrix energy, matrix and standard deviation (SD)

are computed. An islanding event is positively detected when the energy and SD are

above a fixed threshold value. In (Ray et al., 2010, 2011), negative sequence voltage

is extracted for islanding event detection. Further, the performance of ST and WT

based detection techniques are compared on the basis of simulation results and ST

based method is reported to have detected islanding events even under noisy condi-

tions. Another method that employs ST based cumulative sum detector (CUSUM)

is reported in (Samantaray et al., 2010b). In this technique, ST is applied to the

negative sequence voltage and current signals acquired from the target DG terminals

and the spectral energy content of the same is computed. CUSUM is calculated from

the spectral energy, which forms the basis for islanding detection.

In spite of its enhanced performance under a noisy environment, ST with Gaus-

sian window fails to effectively localize the transient disturbances. To overcome this

problem a modified version of ST, known as Hyperbolic S-Transform (HST), is pro-

posed (Pinnegar and Mansinha, 2003b, Biswal et al., 2009, Huang et al., 2010). As

opposed to ST, HST uses a pseudo-Gaussian hyperbolic window which has a fre-

quency dependent shape in addition to height and width. The resulting asymmetry

gives superior time time and frequency resolution both at high and low frequencies.

An islanding detection method based on HST in a multi–DG system is presented

in (Mohanty et al., 2012). In this technique negative sequence component of volt-

age retrieved from the PCC is considered for islanding detection. From the reported

results, it is evident that HST performs better than WT and ST even under noisy

conditions.

1.5.4 Time- Time (TT) Transform based techniques

Time–time transformation(TT–T) is a technique based on ST, which presents a one–

dimensional time series data in a two – dimensional time-time series representation.

TT–transform aids in providing an enhanced time localization of a signal through

scaled windows (Pinnegar and Mansinha, 2003a).

An islanding event detection method based on TT–transform is proposed in (Khamis

et al., 2012). It is shown that TT–transform method has the ability to detect island-

ing effectively based on the unique contour patterns of various disturbance signals.

TT-transform technique has also been used in (Mohanty et al., 2012) to extract de-
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sired features, which are further used for islanding detection. The performance is

compared with WT and ST and it is found that TT–transform does a better job.

1.5.5 Hilbert Huang Transform (HHT) based techniques

The Hilbert–Huang Transform (HHT) is a signal processing technique used for pro-

cessing non–stationary and non–linear signals. HHT is composed of two steps: In

step one, the signal is decomposed into various components called as intrinsic mode

functions(IMF). This is achieved by means of Empirical Mode Decomposition (EMD).

In the second step, Hilbert transform is applied to the decomposed IMFs to obtain

the Hilbert spectrum. This entire process is termed as HHT (Huang et al., 1998,

Rilling et al., 2003). The merits of HHT over WT, STFT, and ST are discussed in

the literature (Donnelly, 2006, Peng et al., 2005)

EMD based islanding detection method is proposed in (Niaki and Afsharnia, 2014).

In this method EMD is applied to voltage at the PCC signal and the first IMF is used

to detect the islanding condition. The reported detection time is under 2 cycles.

1.5.6 Mathematical Morphology based technique

Morphological filters are basically non–linear signal transformation tools (Maragos

and Schafer, 1987). They are based on Mathematical Morphology(MM), a technique

based on integral geometry and set theory and deals with the shape of a signal entirely

in time domain . This technique is widely used in the field of image processing. The

fundamental idea is to use a structural element (SE) as a probe to gather the data

from the signal. Morphological transform decomposes a given signal into several parts

which carry varied physical significance. Two basic morphological operators in MM

are erosion and dilation, from which various compound morphological operators such

as, opening, closing, Hit-Miss, and Top-Hat transform can be defined. Erosion is a

shrinking transform where as dilation is an expanding process. New morphological

operators such as, opening and closing operators are formed by conjugation of erosion

and dilation operators (Gautam and Brahma, 2009, Li et al., 2005). In (Mohanty

et al., 2015) difference in generalised opening and closing, open, close erosion and

dilation are used for anomaly detection in a signal. MM based islanding detection

is reported in (Farhan and Swarup, 2016), where MM operators like dilate erode

difference filter(DEDF) are applied to the voltage and current signals acquired from
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the target DG location. Further, these values are fed as an input to new operator

defined as average of difference between maximum and minimum value of DEDF. In

the next step a new operator called Mathematical Morphology Ratio Index(MM RI)

is defined, which is used for islanding detection.

1.6 Intelligent techniques

From the foregoing review of various IDMs, it can be clearly noted that passive IDMs

have the potential to achieve high detection speed, enhanced accuracy, and effective-

ness in multiple DG environment when coupled with signal processing techniques.

However, as the DG system complexity increases, it becomes evident that adding

intelligence to DGs will greatly enhance the robustness of the system. Since intelli-

gence based techniques can handle multiple parameters simultaneously, it is possible

to train the DG for various islanding cases and enhance the accuracy of detection.

While using intelligent techniques, signal processing technique will extract features

from the acquired signal, which, in the next step will be used as an input to the intel-

ligent technique in the form a feature vector as depicted in Fig.1.7. Various intelligent

techniques are reviewed and further summarized in Table. 1.6, Table. 1.7, Table. 1.8,

Table. 1.9, and Table. 1.10.

Monitor Parameters

at PCC

(V, I, f,...)

Decision by

ML

Classifier

Analyse 

parameters with

Signal Processing

Techniques

YES

NO

Islanding

Other

Disturbance

Feature 

Extraction

Train

Machine 

Learning (ML)

Algorithm

Figure 1.7: Block diagram of machine learning based islanding detection method
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1.6.1 Neural Network based techniques

A biological neural network is a system with large number of highly interconnected

processing units, known as neurons, that work together to solve a given problem.

An artificial neural network (ANN), or more generally referred to as neural net-

works(NN), are defined as processing devices, either algorithms or actual hardware,

that are designed based on the neuronal structure of the brain but on much smaller

scales (Caudill, 1987). Neural networks have the ability to learn from data and recog-

nize the patterns by means of a function that transforms the data and forwards them

as activation functions to the neurons in the next layer. This process continues until

the neuron in the output layer is activated, which means the ANN has successfully

recognized the given data set. Based on its abilities, ANN is used as a classifier to

classify islanding event by means of transient voltage signals produced at the instant

of islanding(Fayyad and Osman, 2010). DWT is used for extracting features which

are used for training the ANN classifier. In (Darabi et al., 2010) a self–organized map

neural networks(SOM NN) with seven neurons has been used to classify islanding

events. This method uses the input signal to the droop of the governor, which carries

the frequency deviation information. Training of SOM NN is carried out in two stages

with learning rates η1 and η2 set as 0.9 and 0.02 respectively with Gaussian neigh-

borhood function. A multi–layer perceptron(MLP) type ANN has been employed for

islanding detection in (Merlin et al., 2016). MLP has been selected owing to its ability

to detect voltage and frequency variations. Also, this method uses only voltage at

the DG terminals, sampled at 64 and 128 samples per second, as an input feature

vector. NN based islanding detection is used for comparing the performance of other

classifiers in (Faqhruldin et al., 2014). In this method out of 21 extracted features

only 4 are used as a input vector. The selection of features is done by implementing

forward sequential feature selection (FSFS) and backward sequential feature selection

(BSFS).

Probabilistic Neural Networks (PNN)

In spite of the fact that ANN based islanding does a decent job of detecting

islanding events it suffers from certain shortcomings, such as, longer computational

times for training and vulnerability to false minima due to the incremental adaptation

approach of back-propagation method. These can be overcome by using PNNs. A

PNN is formed when the sigmoid activation function is replaced by an exponential

activation function in a neural network (Specht, 1990). PNN basically has four layers,
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namely, input layer, pattern layer, summation layer, and output layer. A method that

employs transient signals generated during an islanding event along with PNN as a

classifier is reported in (Lidula et al., 2009), which is tested on a system with an

induction generator(IG) and synchronous generator(SG). In (Khamis et al., 2015),

PNN in conjunction with phase–space technique for feature extraction has been used

to classify islanding events.

1.6.2 Fuzzy logic based techniques

Fuzzy logic(FL) is a computational methodology that employs rule based approach

to solve problems rather than mathematical modeling approach. These rule based

fuzzy logic models are called as fuzzy inference systems(FIS). Contrary to the stan-

dard conditional logic, which is either 1 or 0, FL interprets truth in various degrees.

In (Samantaray et al., 2010a, Kumarswamy et al., 2013), a fuzzy-rule based classifier

is used for detecting an islanding event. A decision tree(DT) has been used to find the

initial classification boundaries, based on which the membership functions and the

corresponding rule base is developed. An active islanding detection scheme based on

fuzzy inference rules is proposed in (Aguiar et al., 2013). The proposed method uses

positive feed back in dq–synchronous reference frame. Voltage at the target DG and

the frequency of the PLL (ωPLL) as used as input features. Another active method

based on d-axis injection method for inverter based synchronous DGs is presented

in (Lin et al., 2012). When compared to the grid connected mode, in islanded mode

of operation the disturbance signal will heighten the difference in frequency. This

deviation in frequency is used to detect the islanding event. Further, a wavelet based

fuzzy neural network based controller is used in place of a traditional PI controller to

improve the performance of the proposed method.

1.6.3 Decision tree based techniques

A decision tree(DT) is a hierarchical model which is used for classification prob-

lems. DT classifier adopts a top-down approach, starting from the root node, which

contains the initial classification problem, by recursively splitting the classification

problem into internal nodes that test for various parameters until a classification is

achieved at the leaf node (Kantardzic, 2011). In (El-Arroudi et al., 2007) a DT based

pattern recognition classifier has been used to classify islanding events. DT classifier
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is trained by a large data set for the DG under test and 11 parameters are used for

classifying the events. The system that is tested in (El-Arroudi et al., 2007) is made

use of in (Thomas and Terang, 2010) to classify islanding events by employing DT

classifier. The difference, however, is that in (Thomas and Terang, 2010) the selection

of parameters to classify islanding state is based on the ease of measurement. Accord-

ingly, current(I), voltage(V),active power(P), reactive power(q), power factor(pf) and

frequency(f) are selected. Ref. (Vatani et al., 2015) proposes an islanding detection

algorithm based on two indices, namely, harmonic content of the reactance seen at

the target DG and maximum rate of change of frequency(ROCOF), i.e., maxdf
dt

. A

DT classifier employs these indices to classify islanding states. The performance of

the DT based algorithm is further compared with ANN and SVM based techniques

and it is reported that DT classifier performs better. A DT classifier with DWT for

feature extraction has been used in (Heidari et al., 2013) to propose an optimum relay

for islanding detection. This algorithm makes use of energy coefficients of transient

voltage signal extracted from the target DG. Transient signals generated during the

isolation of DG from the rest of the system are used for classifying the islanding events

by a DT classifier in (Lidula et al., 2009). A 4–fold cross-validation is carried out

to obtain better performance. A universal islanding detection algorithm is proposed

in (Faqhruldin et al., 2014), in which, various classification techniques, including DT,

were used for detecting islanding events.

1.6.4 Naive Bayesian classifier

Naive Bayes(NB) classifier is a classification technique that is based on Bayes’ the-

orem. NB classifier assumes that the presence of a particular feature in a set is

independent of the presence of any other variable in that set. Despite the fact that

feature independence is a poor assumption in most cases, NB classifier often per-

forms on par with other established classifiers (Rish, 2001). NB technique works

particularly well with large data sets. An islanding detection technique is proposed

in (Faqhruldin et al., 2012) which employs NB classifier for classification of islanding

events where as validation is done by using support vector machine(SVM) and k-fold

cross validation techniques. NB classifier with four–fold cross validation is proposed

in (Faqhruldin et al., 2014). A total of 21 features were extracted from the PCC

out of which 4 best features were selected using forward feature selection(FFS) and
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backward feature selection(BFS). The proposed technique has been tested on three

different cases: a)Inverter based DG, b)Synchronous based DG, and c)Multiple DGs.

In case of inverter DG, NB classifier is reported to have a classification accuracy of

82% and 52% with all the 21 extracted features and four best features, respectively.

Nevertheless, NB classifier performed extremely well with SG based DG and multiple

DGs with a reported accuracy of almost 100%.

1.6.5 Support vector machine classifier

Support vector machine(SVM) is supervised learning algorithm, meaning it requires

a set of data to train the algorithm. Once trained, the SVM will use kernel tech-

niques to project the input space to a higher–dimensional feature space and identify

the optimal hyperplane that classifies the data with minimum error and maximum

distance between the hyperplane and nearest vector (Kantardzic, 2011). SVM classi-

fiers or simply called as support vector classifiers(SVC) are unaffected by the sample

dimensions. A SVM classifier for islanding detection is proposed in (Matic-Cuka

and Kezunovic, 2014). Auto–regressive signal modeling is applied to the voltage and

current signals at the PCC to extract a total of 62 features, which are used as an

input feature vector for the SVM classifier with radial basis function as a kernel. In

Ref. (Alam et al., 2014) SVM classifier is proposed for islanding event classification,

especially for the cases where vector surge relay fails to operate positively. A five–fold

cross–validation method is used to establish the SVM regularization parameter(C),

bandwidth of radial basis function(RBF) kernel(σ), and degree of the polynomial

kernel(p). Further, the proposed method is tested with linear, Gaussian RBF, and

polynomial kernels. SVM classifier is also used in (Faqhruldin et al., 2014, Lidula

et al., 2009, Faqhruldin et al., 2012) as one of the one of the classifiers.

1.6.6 Random forest classifier

Random Forest Classifier(RFC) is an ensemble learning technique that constructs

decision trees(DTs) during the training phase, where each DT is constructed by using

random subset of the actual data. And then these DTs are used to classify any input

data set. An islanding detection scheme based on RFC is reported in (Faqhruldin

et al., 2014). In this technique C4.5 DTs are constructed based on the entropy and

Infogain, which are further used to classify islanding events. The performance of RFC

29



is compared with other classifiers and it is reported that RFC has better performance

compared to other classifiers in terms of average accuracy, NDZ, and detection time.

Another RFC based islanding detection scheme is presented in (Adari and Bhalja,

2016). This method uses the extracted sequence components from the voltage signal

that is acquired at the PCC to classify islanding and non–islanding states.
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This chapter explains the significance of islanding detection and various islanding

detection methods are classified as classical, signal processing based, and intelligent

techniques. Merits, and demerits of classical islanding methods are discussed briefly.

Signal processing techniques as a means to improve the efficiency and accuracy of

passive techniques is presented. The evolution of various signal processing methods

employed for islanding detection along with their strengths and shortcomings are dis-

cussed. This is followed by the discussion of intelligent techniques and they, together

with feature extraction by means of signal processing techniques, can play a role in

adding robustness to the passive techniques and make them indispensable in a com-

plex hybrid DG network with high density of DGs. This robustness is due to the

fact that intelligent techniques can handle multiple parameters which is very essen-

tial in detecting islanding events during critical situation such as, at near zero power

mismatch, in a multiple DG environment, or in a high density complex DG system.

The following is a summary of the discussions on IDMs along with some quanti-

tative results.

• Passive IDMs have fastest detection times in the order of 4ms, and do not pose

any threat to the power quality of the system. However, passive IDMs posses

NDZ which is a drawback under certain conditions.

• Active IDMs overcome the disadvantage of NDZ and have reported detection

times in the range of 13ms - 0.95s with a very good detection accuracy. The

downside of active IDMs is that, they affect the power quality of the system.

• Hybrid IDMs inherit the advantages of both passive and active IDMs by em-

ploying them together. Hybrid IDMs have detection times in the order of 0.21s.

• Remote IDMs use communication as a means to detect islanding and hence it

does not have any NDZ. However, they tend to be more expensive to implement.

Reported detection times for remote IDMs are in the range of 200ms.

• Signal processing methods are a a great tool to extract hidden features from

the PCC signals and thereby enhance the detection capabilities of passive IDMs

by reducing NDZ. SP based IDMs have a detection times in the order of 1ms -

28ms depending on the SP method.

• Intelligent IDMs overcome the need for setting a threshold value, which is im-

minent for all the above methods. Also, as the system becomes more complex
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intelligent methods have a great advantage compared to traditional methods.

Detection times of intelligent IDMs are reported in the range of 10ms - 300ms

1.7 Motivation

From the foregoing discussion it is evident that islanding detection has evolved over

the years to improve the performance of IDMs in the context of NDZ, influence on

power quality of the system, cost, detection accuracy, and detection time. However,

given the proliferation of renewable energy sources at the distribution end of the

system and modernization of the grid system, it is imperative that IDMs have to be

embedded with intelligence to meet the requirements of the future smart grids. These

intelligent IDMs should not only be efficient in terms of detection accuracy and have

minimal to no NDZ but also should be able to handle voluminous amounts of data

and be immune to noisy conditions. Furthermore, a feature to detect an islanding

event even before its occurrence by monitoring the causes that lead to islanding can

enhance islanding detection method. Based on the above observations the following

research contributions are made in this work.

1.8 Contributions of this research work

In the proposed research work islanding detection based on image classification tech-

niques is developed which has very good detection accuracy and has immunity to

noisy conditions. The image classification based approach is enabled by converting

time–series data to scalogram images. Feature extraction from the images together

with machine learning classifier is used for islanding detection. Another method based

on convolution neural networks for classifying islanding and non islanding events is

also developed. The following contributions have been made in the proposed research

work.

1. Development of an islanding detection method based on Histogram of Oriented

Gradient(HOG) feature extraction from images and multiple support vector

machine(SVM) classifiers.

• Implementation of early islanding detection by monitoring the faults.

• Testing the effectiveness of the IDM with noisy data.
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2. Development of an islanding detection method using transfer learning on images

and pre-trained convolution neural network (CNN) classifiers - AlexNet and

VGG16.

• Implementation of early islanding detection by monitoring the faults.

• Testing the effectiveness of the IDM with noisy data.

• Comparison of the performance under noisy conditions with feature ex-

traction based method.

3. Development of an islanding detection method using image classification with

custom designed convolution neural network (CNN) classifiers.

• Implementation of early islanding detection by monitoring the faults.

• Testing the effectiveness of the IDM with noisy data.

• Comparison of the performance under noisy conditions with feature ex-

traction based method and transfer learning based method.

1.9 Thesis organization

The whole thesis is organized into six chapters in the following manner and shown in

Fig.1.9.

Chapter 1: A brief introduction to the concept of islanding, its definition and signif-

icance, need for islanding detection, international standards for islanding

detection, and state-of-the-art literature related to islanding detection

methods along with their evolution is discussed in this chapter.

Chapter 2: Dataset generation for supervised learning algorithms, process of con-

verting time–series data to image, details of the system used for gener-

ating the dataset, various parameters used for islanding detection, and

different events considered in the dataset are detailed in this chapter.

Chapter 3: The image dataset generated is used for islanding event classification.

The first approach used for image classification is by means of extract-

ing engineered features from the image and training a machine learning
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Figure 1.9: Organization of thesis
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classifier. The engineered features employed are Histogram of Oriented

Gradients (HOG) features and the classifier used is a Support Vector

Machine (SVM) classifier. HOG feature extraction from images and ef-

fect of different parameters on accuracy is described in this chapter. The

training and testing of SVM classifier on the dataset is also detailed in

this chapter. The performance of HOG feature and SVM classifier based

islanding detection method is discussed. The need for other feature ex-

traction methods is established.

Chapter 4: In order to extract best features for classification a Convolution Neu-

ral Network (CNN) is chosen. CNN identifies best features during the

training and testing phase. Some basics of CNN and its building blocks

are first presented in this chapter. The definition and need for trans-

fer learning are presented. Two popular CNN architectures, namely,

AlexNet and VGG16 are used for transfer learning based islanding de-

tection. The results of this approach are presented and discussed. The

results of islanding detection using transfer learning are compared with

HOG and SVM based method. Lastly, the need for designing a custom

CNN for islanding detection is established.

Chapter 5: The details of custom CNN designing for islanding detection are de-

scribed in this chapter. The architecture that offers better performance

is designed and presented. Performance of the custom CNN for island-

ing detection is detailed. The advantages of custom designed CNN over

transfer learning based approach are detailed. Lastly the performance of

custom CNN based islanding detection is compared with transfer learning

and HOG and SVM based methods are compared.

Chapter 6: This chapter concludes the contributions of the proposed research work

and also discusses about scope for the possible future works.
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Chapter 2

DATASET GENERATION

2.1 Introduction

Several intelligent IDMs have been presented and summarized in the literature in

Chapter. 1. These intelligent techniques are also referred to as machine learning

(ML) or deep learning (DL) or artificial intelligence (AI) techniques.

One definition of machine learning, as given by Thomas Mitchel, “A computer

program is said to learn from experience E with respect to some class of tasks T

and performance measure P, if its performance at tasks in T, as measured by P,

improves with experience E”(Mitchell, 1997). The tasks can be as varied as a spam

mail detection problem to learning to drive an autonomous vehicle. The performance

is a measure of how well a task is performed. And the experience would be the actual

learning by watching us perform the task.

There are different varieties of learning algorithms, such as unsupervised and

supervised. Unsupervised learning algorithms learn to perform the task by itself,

whereas in supervised learning we will teach how to perform a task. In this work the

task at hand is islanding detection. This is done by teaching an algorithm to learn

and improve the performance, i.e., the islanding detection accuracy.

2.2 Supervised learning

Supervised learning refers to the process of teaching or training an algorithm with

correctly labeled data, meaning the input and the correct answer are provided. The
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Figure 2.1: Supervised learning workflow

raw data is pre–processed to extract features that best represent the data. These

features, along with the appropriate label, is used to train the algorithm. Once

trained, the algorithm will generate a learned model. This learned model is then used

to predict the outcome of any new inputs given to it as shown in Fig. 2.1. Therefore,

for any supervised machine learning technique, appropriately labeled data is required

for training and testing.

2.2.1 Need for image dataset

In this research we are presenting new islanding detection methods that employ image

classification based techniques. Meaning, different image classification methods are

used for classifying islanding and non–islanding events. This is done by using super-

vised learning algorithms. From the above discussions, it is known that for supervised

learning techniques data with correct labels is a pre-requisite. Hence, image dataset

pertaining to islanding and non-islanding cases have to be created.

The data that is acquired from the PCC is a time–series data. Therefore, to create

an image dataset of islanding and non–islanding events, the first step is to convert

the time–series data to images.

The next sections describe the process of converting time–series data to images,

details of the system used to generate the dataset and also all the cases that have

been simulated to create the image dataset.
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2.3 Scalogram

The process of converting time–series data to images is presented here. An example

time–series data that is generated by (2.1) is used to demonstrate the process. It is

composed of two signals with frequencies 20Hz and 200Hz with amplitudes 10 and

20 respectively and the duration is taken as 1s. These frequencies and magnitudes

are arbitrarily chosen solely for the purpose of demonstration. This method involves

taking wavelet transform of a signal.

x(t) = 10sin(2π ∗ 20 ∗ t) + 20sin(2π ∗ 200 ∗ t) (2.1)

Wavelet transform of a signal x(t) is defined as:

X(u, s) =

+∞∫
−∞

x(t)
1√
s
ψ∗(

t− u
s

)dt (2.2)

In wavelet analysis, the time-frequency energy density representation obtained by the

wavelet transform is called a scalogram. It is defined as the square of amplitude of

the wavelet transform (Sejdic et al., 2008). Or in simple terms a scalogram can be

defined as a visual representation of wavelet transform, in which x and y axes represent

time and frequency where as z-axis represents magnitude displayed in terms of color

gradient.

The scalogram image for the time-series data, generated from (2.1), obtained

by applying Continuous Wavelet Transform (CWT) with Morse wavelet is shown in

Fig. 2.2. It can be seen from the image that it contains two frequencies, 20Hz and

200Hz, with magnitudes 10 and 20 respectively. By employing this method we can

convert any time-series data into image.

2.4 Data set generation

A lot of appropriately labeled data is required for training and testing any supervised

learning based algorithm. For image classification problems standard data sets, such

as ImageNet (Deng et al., 2009) and MNIST (LeCun, 1998), are available. However,

in case of islanding detection no such standard data set is available. The dataset is

generated by simulating various cases in a system. The details of the system used for
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Figure 2.2: Scalogram image of the time-series data obtained from example equation

Figure 2.3: Schematic of the system used for generating data set

45



generating the dataset are presented here.

2.4.1 System description

A 100kW grid-connected PV system is considered for generating the image data set

required for the proposed technique. The 100kW PV array is interfaced to the utility

grid via a DC-DC boost converter with voltage rating of 500V, frequency 5kHz and

a three-phase three level voltage source converter (VSC). The boost converter duty

cycle is optimized by a maximum power point tracking algorithm to increase the PV

array output voltage to 500V. The VSC converts the 500V DC link voltage to 260V

AC voltage. This VSC employs two control loops, namely, external control loop and

internal control loop. The external control loop regulates the voltage at DC link to

±250V while the internal control loop regulates the Id and Iq components of grid

current. The output of external DC voltage controller is taken as Idref while the

Iqref is set to zero in order to maintain unity power factor. The Vd and Vq voltage

outputs of the controller are used by the PWM generator after converting them to

three modulating signals Uabc.

A schematic of the system is shown in Fig.2.3. The MATLAB/Simulink model of

this system is based on (Giroux et al., 2012). This model has been adapted to meet

the requirements of the proposed work.

To create the dataset an islanding event is created at a time instant of 0.4s and

Va, Vb, Vc from point of common coupling (PCC) are acquired for a total of 7 cycles

at 1000 samples per second.

All simulations are carried out in MATLAB/Simulink.

2.4.2 Parameters used for islanding detection

Firstly, several islanding and non-islanding events are simulated and the three phase

voltages, Va, Vb and Vc from the PCC are acquired as a time–series data for each

event. To generate the image data set for islanding and non-islanding cases the

following parameters are computed from PCC voltages.

1. Concatenated 3-ph voltages (V[abc])

Concatenation, a process where an array of data is joined at the end of another

array to form a single array, is used on the three phase voltages to represent
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Table 2.1: Details of the system used for generating dataset

Component Specifications

PV 100kW

330 SunPower modules VOC= 64.2 V

(SPR-305E-WHT-D) ISC = 5.96 A

66 strings of 5 series–connected
modules

DC-DC boost converter 5kHz - 500V

VSC 3-ph 3-level

1980Hz

260V(AC), 60Hz

Filter 10-kvar capacitor bank

Transformer 3-ph,100-kVA, 260V/25kV, 60Hz

Utility grid 25-kV feeder and

120 kV line

the state of all three phases in a single array as V[abc]. Let the voltages acquired

from PCC, Va, Vb, Vc be represented as:

Va = [Va1, Va2, Va3, .....Van] (2.3)

Vb = [Vb1, Vb2, Vb3, .....Vbn] (2.4)

Vc = [Vc1, Vc2, Vc3, .....Vcn] (2.5)

By concatenating the time series data of three voltages, we get V[abc].

V[abc] = [Va1, Va2, Va3, .....Van, Vb1, Vb2, Vb3, .....Vbn, Vc1, Vc2, Vc3, .....Vcn] (2.6)

This technique allows us to represent the state of all the three phases in a single

image once the time series data is converted to a scalogram image.
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2. Rate of change of voltages (ROCOV) (
dV[abc]
dt

)

Similarly, ROCOV for all three phases is represented by concatenating dVa
dt

, dVb
dt

,

and dVc
dt

, as given below.

dV[abc]

dt
=

[
dVa
dt

,
dVb
dt
,
dVc
dt

]
(2.7)

CWT is now applied for the time–series data in Equation.2.7 to generate scalo-

gram images.

3. Rate of change of negative sequence voltage (ROCONSV) (dVneg

dt
) - for

islanding and grid-connected cases

Sequence component voltages, positive sequence (V1), negative sequence (V2),

and zero sequence(V0), are computed from the PCC voltages using following

equations:

V1 =
1

3

(
Va + aVb + a2Vc

)
(2.8)

V2 =
1

3

(
Va + a2Vb + aVc

)
(2.9)

V0 =
1

3
(Va + Vb + Vc) (2.10)

Negative sequence component V2 is computed from PCC voltages Va, Vb, Vc using

Eq.2.9, where a is a complex operator

a = 1∠120◦ = ej2π/3

Once the negative sequence component is computed, ROCONSV is given as

dVneg
dt

=
dV2

dt
(2.11)

4. Rate of change of negative sequence voltage (ROCONSV) dVneg

dt
- for

early islanding detection

Early islanding detection refers to detecting an islanding event with reduced de-

tection time or detecting islanding even before it has occurred by monitoring the
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faults. This is based on the observation that most of the unintentional islanding

events are a consequence of some kind of fault. Once a fault has occurred in

the system, certain time is required for relay operation, breaker actuation, and

circuit breaker contact separation as shown in the timing diagram(Kasztenny

and Rostron, 2018). An islanding event occurs only after the contacts are sep-

arated. This is shown in the timing diagram in Fig. 2.4 as window for early

islanding detection. The ROCONSV is monitored to check for fault conditions.

ROCONSV is computed as shown in Eq.2.11.

Figure 2.4: Time line of events after a fault

2.4.3 Test cases for islanding and non–islanding events

CWT is applied all the parameters - concatenated voltage V[abc],
dV[abc]
dt

, dVneg

dt
for

islanding and early islanding detection - to generate a scalogram images. These

images are then appropriately labeled as either an islanding or non-islanding case.

The scalogram images of concatenated voltages V[abc] for grid-connected and islanded

modes of operation are shown in Fig. 2.5. It is evident from these images that there is

a clear distinction between islanded and non-islanded modes of operation, indicating

the potential of image classification techniques for islanding detection.
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Figure 2.5: Scalogram images for concatenated voltages V[abc] for grid connected and
islanded modes of operation

In case of most passive IDMs the detection of an islanding event is very difficult

when the power mismatch between the DG source generation and the load is near

zero or minimum. To take this aspect into account several cases at near zero power

mismatch are considered in the data set. In case of non-islanded mode of operation,

sudden switching (ON/OFF) of inductive (L) or capacitive (C) loads are often mis-

classified as islanding events. Hence, several cases of sudden switching of (L) and (C)

loads are also included.

To create a dataset for training and testing, for each parameter a total of 400

events, 200 islanding and 200 grid-connected, are simulated. Detecting islanding

events is complicated when the power mismatch between the DG power generation

and the load power consumption is near zero. Therefore, these events are considered

in the data set. Out of 200, from each class, 170 are used for training. However,
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the testing dataset is augmented by creating 60 more events from the remaining 30.

This is done by adding two types of noise to the images, namely, salt and pepper,

and speckle. These are common type of noises that are added to images. By doing

so, we can test the performance of the proposed IDM for noisy conditions and also

augment the testing dataset to 90. The entire testing dataset is completely unseen

by the classifier.

A separate dataset is created for early islanding detection. The fault events are

simulated for different fault resistances. Therefore, several fault conditions are sim-

ulated and the ROCONSV (dVneg/dt) is computed, which will further be converted

into scalogram image. A total of 2080 cases are simulated to create the dataset for

training and testing the islanding detection classifiers. The cases that are considered

in the dataset are tabulated in Table. 2.2.

Some scalogram images for islanding and non–islanding cases are depicted in

Fig. 2.6. Scalogram images of grid–connected and islanded modes of operation for

dV[abc]/dt is depicted in Fig. 2.6.(a). Similarly, images of grid–connected and is-

landed modes of operation for dVneg/dt for islanding detection case are shown in Fig.

2.6.(b). Scalogram images related to early islanding detection based on dVneg/dt for

normal and fault conditions are shown in Fig. 2.6.(c). All these images show a clear

distinction between normal and abnormal cases.

Similarly for non–islanding cases certain events have a tendency to be misclassified

as islanding events. These events are considered in the dataset. The sacolgram images

for sudden switching ON of inductive load is shown in Fig.2.7.(a), sudden switching

OFF of inductive loads is depicted in Fig.2.7.(b), sudden switching ON of capacitive

load is shown in Fig.2.7.(c) and sudden switching OFF of capacitive load is shown in

Fig.2.7.(d). It can be seen from different scalogram images in Fig.2.7 that the variation

in the magnitude of the voltage is only reflected as a change in color gradient. The

patterns in the scalogram images are not affected by magnitude variations.
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Figure 2.6: Scalogram images for different parameters (a) dV[abc]/dt for grid connected
and islanded case (b) dVneg/dt for grid connected and islanded case (c) dVneg/dt for normal
condition and fault condition (for early islanding detection)
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Figure 2.7: Scalogram images for various non-islanding cases: (a) Sudden switching ON of
Inductive load/Induction motor load (b) Sudden switching OFF of Inductive load/Induction
motor load (c) Sudden switching ON of Capacitive load (d) Sudden switching OFF of
Capacitive load

53



T
a
b
le

2
.2
:

V
ar

io
u

s
ca

se
s

si
m

u
la

te
d

to
cr

ea
te

d
at

a
se

t

P
a
ra

m
e
te

r
Is

la
n
d

G
ri

d
Is

la
n
d

(N
o
is

e
)

G
ri

d
(N

o
is

e
)

T
o
ta

l
S
a
lt

&
P

e
p
p

e
r

S
p

e
ck

le
S
a
lt

&
P

e
p
p

e
r

S
p

e
ck

le

V
[a
bc

]
20

0
20

0
30

30
30

30
52

0

d
V

[a
bc

]/
d
t

20
0

20
0

30
30

30
30

52
0

d
V
n
eg
/d
t

20
0

20
0

30
30

30
30

52
0

P
a
ra

m
e
te

r
F
a
u
lt

N
o

F
a
u
lt

F
a
u
lt

(N
o
is

e
)

N
o

fa
u
lt

(N
o
is

e
)

S
a
lt

&
P

e
p
p

e
r

S
p

e
ck

le
S
a
lt

&
P

e
p
p

e
r

S
p

e
ck

le

d
V
n
eg
/d
t

20
0

20
0

30
30

30
30

52
0

20
80

54



T
a
b
le

2
.3
:

T
ra

in
in

g
an

d
te

st
in

g
d

at
a

u
se

d
fo

r
al

l
is

la
n

d
in

g
d

et
ec

ti
on

m
et

h
o
d

s

T
ra

in
in

g
D

a
ta

se
t

T
e
st

in
g

D
a
ta

se
t

P
a
ra

m
e
te

r
Is

la
n
d

G
ri

d
Is

la
n
d

Is
la

n
d

(N
o
is

e
)

G
ri

d
G

ri
d

(N
o
is

e
)

N
o
-N

o
is

e
S
a
lt

&
P

e
p
p

e
r

S
p

e
ck

le
N

o
-N

o
is

e
S
a
lt

&
P

e
p

p
e
r

S
p

e
ck

le

V
[a
bc

]
17

0
17

0
30

30
30

30
30

30

d
V

[a
bc

]/
d
t

17
0

17
0

30
30

30
30

30
30

d
V
n
eg
/d
t

17
0

17
0

30
30

30
30

30
30

P
a
ra

m
e
te

r
F
a
u
lt

N
o

F
a
u
lt

F
a
u
lt

F
a
u
lt

(N
o
is

e
)

N
o

F
a
u
lt

N
o

fa
u

lt
(N

o
is

e
)

N
o
-N

o
is

e
S
a
lt

&
P

e
p
p

e
r

S
p

e
ck

le
N

o
-N

o
is

e
S
a
lt

&
P

e
p

p
e
r

S
p

e
ck

le

d
V
n
eg
/d
t

17
0

17
0

30
30

30
30

30
30

55



The dataset for islanding and grid–connected cases for different parameters is now

used for training and testing the islanding detection methods. The dataset is divided

into training and testing dataset as shown in Table. 2.3. For all parameters in each

class, islanding/non–islanding or fault/normal, 170 images are used for training. All

these 170 images are cases without any noise. For testing 90 images are used in each

class. Out of 90 images, 30 images are with out any noise, 30 are images with salt

& pepper noise and the remaining 30 are images with speckle noise. By splitting the

dataset as described above, it enables us to test the performance of different IDMs

for noisy conditions and how immune each IDM is to noisy conditions.

2.5 Summary

In this chapter the definition of supervised learning is first given. From this definition,

the need for dataset to train and test the ML/DL/AI algorithms is presented. Since

the proposed islanding detection method uses image classification based techniques an

appropriately labeled image dataset of islanding and non–islanding cases is required.

The process of converting time–series data to scalogram images is explained with

an example equation with arbitrary frequencies and magnitudes. Further, different

parameters that are considered for islanding detection and early islanding detection

are explained in detail. The details regarding early islanding detection feature are

also presented. Lastly, example scalogram images for different events are depicted

along with the tabulated dataset details.
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Chapter 3

HISTOGRAM OF ORIENTED

GRADIENTS FEATURE BASED

ISLANDING DETECTION

3.1 Introduction

As presented in Chapter. 2 Section.2.2, supervised learning requires training with

appropriately labeled data. Features are extracted from the data to train an algorithm

to generate a learned model. In machine learning parlance, feature is the input to an

algorithm, both while training and testing. This is shown in Fig. 3.1. It depicts the

importance of feature extraction. The purpose of feature extraction is to acquire the

most pertinent information from the raw data and represent it in a reduced dimension.

In simple terms, feature extraction is a process of transforming the input raw data

and into a set of features that best represent the data.

3.2 Feature extraction from images

For classification, features should comprise necessary details to differentiate between

given classes. The performance of any machine learning algorithm for classification

relies to a great extent on the feature extraction. Therefore, extracting better features

is an important aspect of classification problem. Best features are those that represent

the inherent structures in the data and be insensitive to irrelevant information in the
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Figure 3.1: Feature extraction in supervised learning

raw data.

Identifying the best features is more often than not an iterative process that in-

cludes both features and model performance evaluation. Defining the type of features

to be extracted from raw data is also referred to as feature engineering. There are

several features that can be extracted from an image that are reported in the litera-

ture. In the proposed image classification based IDM, histogram of oriented (HOG)

features are used.

3.2.1 Histogram of oriented gradient features

Histogram of Oriented Gradients, or simply known as HOG features or HOG descrip-

tors, is an extremely popular technique used in the domain of image classification and

computer vision. The concept of HOG descriptors was reported in (Dalal and Triggs,

2005). HOG descriptors were originally used for human detection with great success.

To serve as a quick reference, the steps for computing HOG features is described

here. For simplicity, a 16x16 pixel image is considered for HOG descriptors compu-

tation as shown in Fig. 3.2. The image is in gray scale whose pixel values vary from

0, representing black, to 255, representing white. Arbitrary values are assumed for

pixels around the pixel of interest (x, y). To begin with, an image is segmented into

cells and blocks. In this computation we assume the size of a cell to be 8x8 pixels.

And the block size is assumed to be 2x2 cells as shown in Fig. 3.2. These values can

be changed based on the requirements and applications.

With reference to an image, a gradient is a vector that points in the direction of
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Figure 3.2: Gradient computation for a given pixel

most rapid increase in intensity. It is mathematically represented as (3.1)

∇f(x, y) =

[
gx

gy

]
=

 δf(x,y)
δx

δf(x,y)
δy

 (3.1)

In the considered example, gradient vector is computed as shown in (3.2)

∇f(x, y) =

[
f(x, y + 1)− f(x, y − 1)

f(x+ 1, y)− f(x− 1, y)

]
(3.2)

The two attributes of gradient vector are magnitude and direction. These are

given by equations (3.3) and (3.4), respectively.

|∇f | =
√
gx2 + gy2 (3.3)

θ = tan−1

(
gy
gx

)
(3.4)

∇f(x, y) =

[
f(x, y + 1)− f(x, y − 1)

f(x+ 1, y)− f(x− 1, y)

]
=

[
105− 55

95− 45

]
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∇f(x, y) =

[
50

50

]

|∇f | =
√

502 + 502 = 70.71 (3.5)

θ = tan−1

(
50

50

)
= 45◦ (3.6)

Similarly, the magnitude and direction are calculated for all the pixels in a cell. In

the next step, these values are assigned to bins to create a histogram of a particular

cell. Bins represent direction values from 0 to 180. As a general rule of thumb, based

on empirical observations, nine bins are considered. For every pixel in a cell, we now

have two components, namely, magnitude and direction. This is shown in Fig. 3.3.

The allocation of magnitude to a particular bin is based on the direction angle θ. In

the considered example, θ is 45◦. This falls between the bins centered around 30◦

and 50◦. Magnitude will be allocated to both bins based on the proximity of actual

θ to the center of the bin. Meaning, if θ is closer to center of a bin, then it receives

more share of magnitude. Distance of 45◦ to the bins centered around 30◦ and 50◦ is

15 and 5, respectively. Therefore, bin centered around 50◦ gets 3
4

th
and bin centered

around 30◦ gets 1
4

th
of magnitude as shown in Fig. 3.3. This allocation is carried out

for all the 64 pixels in cell C11. This forms a histogram of oriented gradients (HOG)

block for cell C11, represented as H(C11).

The key point to be noted is that now a total of 128 features from 8x8 pixels (64

magnitudes and 64 directions) are represented in a HOG block with just 9 features.

For a total of 256 pixels in 16x16 area we get 512 features. All these 512 features can

be represented in a HOG feature vector in 36 features as 4 HOG blocks each of size 9

This entire process is repeated for cells C12, C21 and C22. The final HOG feature

vector for entire image is formed by concatenating all the HOG blocks, H(C11), H(C21),

H(C12), H(C22), as shown in Fig. 3.4. This feature vector can now be used as an input

to a machine learning classifier.
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Figure 3.3: Magnitude allocation for bins based on direction

Figure 3.4: Final HOG feature vector for 16x16 pixel image
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Figure 3.5: Flowchart of the proposed HOG feature based islanding detection method

3.3 Proposed method

The steps involved in the proposed image classification based IDM using multiple

SVM classifiers are depicted as a flowchart in Fig.3.5.

The proposed method uses three parameters for islanding detection. Each param-

eter is computed from the acquired PCC voltages, Va, Vb, and Vc. The first parameter

is voltage. Once the three phase voltages are acquired from the PCC, they are con-

catenated to form single time-series data V[abc]. This concatenated time-series data

is then converted to a scalogram image by applying CWT on V[abc]. Concatenation

enables us to characterize the state of Va, Vb, and Vc in one scalogram image. HOG

features are extracted from the image and the HOG feature vector is then fed to a

pre-trained SVM classifier for detecting an islanding event. The second parameter

that is used in the proposed method is ROCOV dV/dt. The ROCOV is computed

for each of the acquired voltages, Va, Vb, and Vc. The computed values are then con-
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catenated to form a single time series data dV[abc]/dt. CWT is applied on dV[abc]/dt

to convert the time-series data to image. HOG features are extracted from the image

which is then fed to a pre-trained SVM classifier for islanding detection.

Similarly, the next parameter used for islanding detection is ROCONSV dVneg/dt.

The negative sequence component of voltage is first calculated from the acquired PCC

voltages Va, Vb, and Vc. In the next step the ROCONSV is computed. This time-

series data of dVneg/dt is converted to a scalogram image. HOG features are extracted

from the image which is then given as an input to a pre-trained SVM classifier for

detecting islanding event.

Support vector machine(SVM) is used as a classification tool. The choice of SVM

as a classification tool stems from the fact that it is inherently a binary classifier

(Cortes and Vapnik, 1995). This fits into the problem of islanding detection, requiring

a YES or NO. SVM with different kernels, such as, linear kernel, Gaussian kernel,

polynomial kernel, radial basis function (RBF) kernel are used for training and testing

the proposed method. Multiple SVM classifiers are used for islanding detection based

on different parameters.

In addition to islanding detection, a early islanding detection using ROCONSV

is also implemented. An unintentional islanding event is a result of opening of a

circuit breaker (CB). One of the primary reasons for the opening of a CB is a fault

in the system. Therefore, by detecting a fault we can detect an islanding event even

before its occurrence. A separate dataset is created for various fault events and their

corresponding changes in dVneg/dt. An SVM is trained on HOG features extracted

from images that represent fault cases and normal cases to enable early islanding

detection.

3.4 Results and discussions

For computing HOG features cell size and block size must be chosen. By choosing

smaller cell sizes a lot of finer details can be extracted, however this will lead to an

increase in the number of computations, the feature vector size. On the other hand,

a bigger cell size results in lesser number of computations and smaller feature vector

size. Therefore, the first step is to determine these values. The variation of feature

vector size with respect to cell size and different block sizes is shown in Fig.3.6.(a).

It can be observed that for any given block size the feature size reduces dramatically
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Figure 3.6: (a) Size of HOG feature vector for different block and cell sizes (b) Plot of
accuracy for optimizing cell size and block size

with increase in the cell size. To choose a proper cell size another factor that must

be taken into consideration is the detection accuracy. The effect of cell size and block

size on accuracy of detection is depicted in Fig.3.6.(b). It can be noticed that the

accuracy has stagnated for smaller cell sizes and consistently reaches 100% for cell

size 10 and corresponding block size of 8, 9, 10, 11, and 12 . Based on these results

the cell size and block size are chosen as 10 and 10, respectively. These values have

been used for feature extraction. Once the HOG features are extracted, the next step

is to train the SVM classifiers. The dataset that is presented in Table.2.2 is used for

training and testing. 170 images from each class are used for training and remaining

90 images are used for testing.

SVM with different kernels, such as, linear kernel, Gaussian kernel, polynomial
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kernel, radial basis function (RBF) kernel are tested along with a 5-fold cross valida-

tion. The following are the tuned values for the SVM cassifiers - C is 0.0019, kernel

scale parameter is 1.4 , and the order of the polynomial kernel is 2. The results

for data without noise are presented in Table.3.1. The detection accuracy for data

without noise is 100% for all parameters with all kernels. The classification accuracy

of HOG-Scalogram technique with SVM classifier is better when compared to the

method proposed in (Faqhruldin et al., 2014) for inverter based system. However,

noise sensitivity analysis has not been reported in (Faqhruldin et al., 2014). Further,

the proposed method has explicitly considered several non-islanding cases which are

often misclassified as islanding events as described in Chapter. 2.

Table 3.1: Classification results for HOG based IDM - for all kernels

Islanding detection

Parameter
No. of cases:

No-Noise
Accuracy

V[abc] 60 100%

dV[abc]/dt 60 100%

dVneg/dt 60 100%

Early islanding detection

Parameter
No. of cases:

No-Noise
Accuracy

dVneg/dt 60 100%
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Table 3.2: Classification results for HOG based IDM - for different kernels

Islanding detection Accuracy

Parameter
No. of cases:

Noise
Linear Gaussian RBF Ploynomial

V[abc] 180 82.77% 66.66% 66.66% 66.66%

dV[abc]/dt 180 83.33% 83.33% 66.66% 66.66%

dVneg/dt 180 66.66% 66.66% 66.66% 66.66%

Early islanding detection Accuracy

Parameter
No. of cases:

Noise
Linear Gaussian RBF Ploynomial

dVneg/dt 180 66.66% 66.66% 66.66% 66.66%
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The results for noise dataset is presented in Table.3.2. The islanding detection

accuracy for noise dataset is poor compared to the no noise dataset for all kernels.

The reason for the decline in the islanding detection accuracy for noisy dataset can

be understood by looking at the features and the support vectors for both datasets.

The support vector plot for data without noise and with noise is shown in Fig.3.7

and Fig.3.8, respectively. The plots shown in Fig.3.7.(a), Fig.3.7.(b), Fig.3.7.(c),

Fig.3.7.(d) represent support vector plots for V[abc],
dV[abc]
dt

,
dV[neg]

dt
- Islanding detection,

and
dV[neg]

dt
- Early islanding detection(Fault), respectively. It can be seen that the

HOG features are affected by the noise addition. The parameters which had good

separability in Fig.3.7 have been affected by the addition of noise, which is evident in

Fig.3.8. This can be attributed to the fact that HOG features are dependent on the

intensity of the pixels, which is affected by the noise. Also, for some parameters, such

as, ROCONSV for islanding detection the scalogram images have complex patterns

which can be easily affected by the noise. Therefore, for better classification accuracies

features that are independent of intensity are required.

Since feature selection can affect the classification accuracy, it is an ideal choice to

opt for convolution neural networks that perform feature extraction, without explicitly

specifying the nature of features. This is a contrasting approach from the HOG

descriptors which are engineered features.

3.5 Summary

In this chapter, HOG feature based islanding detection method with different pa-

rameters is presented. The process of HOG feature extraction is explained. The

methodology for HOG feature based islanding detection with SVM classifiers is de-

tailed. The parameters for HOG feature extraction, such as, cell size and block size,

are selected by investigating their influence on the feature size and detection accu-

racy. SVM classifiers are trained and tested with different kernels along with a 5-fold

cross–validation. The islanding detection accuracy has been found to be very good

for dataset with no noise. However, the performance of HOG feature based islanding

detection with SVM classifier is found to be sensitive to the noisy dataset. The reason

for the decline in the detection accuracy has been explained with support vector plot

for both datasets. This problem can be addressed by choosing features that are not

affected by noise.
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Chapter 4

TRANSFER LEARNING BASED

ISLANDING DETECTION

4.1 Introduction

From Chapter 3, it is observed that HOG features are sensitive to noise and hence

the islanding detection accuracy is affected. To overcome this problem, features that

are not affected by noise must be chosen. Several image classification techniques

have been reported in the literature. Some of these techniques employ engineered

features, such as HOG features, where the features are explicitly designed. However,

the recent developments in the domain of image classification have reportedly used

neural network based architectures.

4.2 Need for better features

Since HOG features are affected by the intensity of noise, it is important to use

features that are immune to noise. Also, HOG features are engineered features,

meaning they are explicitly defined. Engineered feature may sometimes not give the

features that represent the image in its entirety. The performance of such features

may not be suited for all applications, especially if the application is in a completely

new domain.
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4.2.1 Neural networks for image classification

Neural networks have been used in the field of AI/ML for a long time. Neural networks

or Artificial Neural Networks (ANNs) are artificially simulated models of biologically

inspired neurons in the brain. ANNs are made up of basic building blocks called

neurons connected in layers. These layers are generally an input layer, which receives

the input, an output layer giving the responses to the inputs. In between these two

layers there are hidden layers. There can be one or more number of hidden layers

depending on the application. The interconnection between each unit is represented

by a weight. Most of the ANNs are usually fully connected, meaning all the units in

one layer are connected to all the units in the hidden layer as shown in Fig. 4.1.

Figure 4.1: General architecture of ANN

The problem with ANNs is that they become very complex when dealing with

larger datasets because of their fully connected architecture. This problem has been

solved by a convolution neural networks, a type of neural networks.

A CNN has a lot of similarities to a neural network (NN). Both NN and CNNs

have neurons as basic building blocks, with biases and learnable weights. Each neuron

receives inputs and a dot product is performed. At the end, the entire network of NN

or CNN, has a single differentiable score as output. However, the major difference

is that CNNs or ConvNets have at least one convolution layer. Most of the layers
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Figure 4.2: General architecture of a CNN

in CNN convert an input image to features. Only the last few layers are used for

classification. CNNs have been popularly used in image classification and computer

vision applications.

In supervised learning based techniques feature extraction is a crucial step during

training and testing phases. These features must be chosen properly to assure good

classification accuracy. Contrary to this, in deep learning a CNN can perform end to

end learning, meaning, the classifier learns both the features and classification directly

from the images. This is also known as data driven approach. Therefore, by using

CNNs the features are learned from the data as opposed to HOG descriptors which

are engineered features.

4.2.2 Convolution neural networks

A CNN is generally made of different types of layers such as:

• Convolution

• Activation

• Pooling

• Softmax

• Fully connected layer

A General architecture of CNN is shown in Fig. 4.2.
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1. Convolution layer A convolution layer is the core of a CNN. It comprises of a

set of learnable filters (also known as kernels). The spatial extension the filter is

confined to the size of the filter. A convolution operation in this case is basically

an element wise multiplication and sum of filter and image. If the image has

multiple channels (RGB), then the same filter is applied for each channel. This

convolution computes the dot product of entries of the filter and the image space

that it occupies. For a filter f [x; y] and image g[x; y], convolution operation is

given as Eq.4.1.

f [x, y] ∗ g[x, y] =
∞∑

n1=−∞

∞∑
n2=−∞

f [n1, n2].g[x− n1, y − n2] (4.1)

An example image of 6x6 size and two filters of 3x3 size are shown in Fig. 4.3.

The operation of different layers are explained with this example. Convolution

is a mathematical operation where a dot product is performed between the filter

and the image. Simply put, an element wise multiplication and addition for the

entire image. The filter slides over the image pixel by pixel to achieve this. The

step size of slide is known as stride. Here, we choose stride as 1.

Figure 4.3: Example image and filters for convolution operation
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Figure 4.4: Convolution operation in a CNN with Filter 1

Figure 4.5: Convolution operation in a CNN with Filter 1

Figure 4.6: Feature map for Filter 1 after convolution operation on entire image
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As shown in Fig. 4.4, the element wise multiplication and addition will give

us a value of 3. Now the filter slides over the image with stride 1. The next

position is shown in Fig.4.5. Now for this position, element wise multiplication

and addition gives a value of -1. Similarly, the filter -1 is moved over the entire

image, and the all the resulting values form a feature map. The feature map

generated by filter-1 is shown in Fig. 4.6.

In a similar way, a feature map for filter-2 is also generated and shown in Fig.4.7.

The number of feature maps depend on the number of filters used. The size

of the filter and number of filters used in a CNN is a design choice. They are

carefully chosen to give best performance.

Figure 4.7: Feature map for Filter 2 after convolution operation on entire image

Figure 4.8: Feature maps for Filter 1 and Filter 2 after convolution operation on entire
image
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2. Activation layer

Consider a single layer NN

z = W Tx+ b (Linear Transformation)

a = f(z) (Non-linear Transformation)

where:

W is the weight parameter to be learned

x is the output from the first layer

a is the activation parameter

f is a non-linear function

The activations at the output of a convolution layer are linear in nature. These

activations are passed through a non-linear function to achieve non-linear trans-

formation. There are different activation functions available.

• Sigmoid

f(x) =
1

1 + e−x
(4.2)

• tanh(x)
ex − e−x

ex + e−x
(4.3)

• Rectified Linear Unit (ReLU)

f(x) =

x, x ≥ 0

0, x < 0
(4.4)

Figure 4.9: Activation functions (a) Sigmoid function (b) tanh function (c) Rectified linear
unit (ReLU) function
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Rectified Linear Unit (ReLu) layer is mostly used as an activation function

to the output of previous layers. This layer returns zero if the input is

negative or the same number for positive values. The output feature map

will be as shown in Fig.4.10.

Figure 4.10: Feature map transformation after applying ReLU activation

3. Max pooling layer

Figure 4.11: Feature map transformation after applying max pooling
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Pooling layer performs down sampling of the features that are extracted in

convolution layer, i.e., the feature maps. Pooling layer operates on each feature

map independently. Most commonly used approach is max pooling. The output

of the pooling layer is shown in Fig.4.11.

4. Softmax layer

A softmax layer takes an n-dimensional input vector of real numbers and con-

verts them into probabilities for each class. These probabilities are later used

for determining the target class for a given input. Softmax function is given as

Eq.4.5. An important aspect of softmax function is that the calculated proba-

bilities are in the range of 0 to 1 and all these probabilities add up to 1.

xi =
ezi∑n
j=1 e

zj
(4.5)

5. Fully connected layer

In a fully connected layer a list of features becomes a list of votes. In other

words, this layer produces class scores from the activations that will be used for

classification.

Figure 4.12: Fully connected layer with class outputs

80



A combination of all these layers is used to design a CNN. The combinations,

number of layers and the order varies for different applications. In addition to the

type and number of layers, the design of a CNN also includes the choice of other

hyper-parameters such as, learning rate, momentum, solver, number of epochs and

batch size. A significant aspect to be noted is that, two CNNs with the same exact

architecture and same design parameters will exhibit a different behavior based on

the data that is used to train them. The behavior of the network is learned from the

data itself, leading to a data driven approach.

4.3 Transfer learning

Since designing a CNN is resource intensive and iterative process, it is a common

practice to reuse the best architectures that have performed well. Transfer learning

refers to the idea of reusing a CNN model that has demonstrated good performance for

a certain application to solve a different but related problem. This approach enables

us to save time and resources that are needed to train and optimize the CNN and also

speed up the design process. However, some minor changes have to be made to the

CNN to meet the requirements of the problem at hand. These changes generally are

confined to the classification layer, where the number of classes are adjusted according

to the problem and the training parameters, such as learning rate, batch size and so

on.

4.4 Proposed islanding detection method

The details of the proposed transfer learning based islanding detection method are

presented in this section.The steps involved in the proposed image classification based

IDM using multiple CNNs is depicted as a flowchart in Fig. 4.13. As shown in

Fig. 4.13, the proposed method uses three parameters, V[abc], dV[abc]/dt, dVneg/dt for

islanding detection and dVneg/dt for early islanding detection. All these parameters

are converted to images and given as an input to the pre–trained CNN classifier. For

applying transfer learning two CNNs have been used - AlexNet(Krizhevsky et al.,

2012) and VGG16(Simonyan and Zisserman, 2014). Both these architectures have

performed very well in the ImageNet challenge. ImageNet is an image dataset that

has over ten million images in over a thousand classes. This dataset is used for image
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Figure 4.13: Islanding detection method using transfer learning classifiers

classification contest ImageNet Large Scale Visual Recognition Challenge(ILSVRC).

4.4.1 AlexNet

AlexNet is a CNN that was designed to classify images in ImageNet dataset in a

thousand different classes. It has won the ILSVRC contest in 2012 with a top-5

error of 15.3%. AlexNet’s architecture was much deeper and larger than the previous

nets. It has over 60 million parameters in five convolution layers and 3 fully connected

layers. Another important feature in AlexNet was the usage of ReLu non–linearity. It

showed that by using ReLu deep networks can be trained more efficiently, as opposed

to tanh or sigmoid. It accepts input images of size 227x227. The architecture of

AlexNet is shown in Fig.4.14 (Krizhevsky et al., 2012) and the details are summarized

here in Table. 4.1.
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Figure 4.14: AlexNet architecture

Table 4.1: Alexnet architectural details

Layer Filter size No. of filters Stride Padding

Conv 1 1 11x11x3 96 1 1

MAX POOL1 3x3 filters at stride 2

Normalization Layer

Conv 2 1 5x5x3 256 1 2

MAX POOL2 3x3 filters at stride 2

Normalization Layer

Conv 3 1 3x3x3 384 1 1

Conv 3 1 3x3x3 384 1 1

Conv 3 1 3x3x3 256 1 1

MAX POOL3 3x3 filters at stride 2

Fully Connected Layer - 1

Fully Connected Layer - 2

Fully Connected Layer - 3
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Figure 4.15: VGG16 architecture

4.4.2 VGG16

VGG16 is a CNN that was designed by Visual Geometry Group at Oxford university

to classify images in ImageNet dataset. It was runner up in ILSVRC 2014 with a

top-5 error of 7.3%. VGG16 networks architecture was much deeper compared to

AlexNet. It has over 138 million parameters in thirteen convolution layers and three

fully connected layers. Key outcomes from VGG16 architecture is that a deep network

has better visual representation. Also, VGG16 network has used uniform filter sizes

throughout the network and the number of filters are increased for each layer. It

has also shown that normalization layer doesn’t have much effect on the classification

accuracy. It accepts input images of size 224x224. The architecture of VGG16 is

shown in Fig.4.15 and the details are summarized here in Table.4.2.
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Table 4.2: VGG16 architectural details

Layer Filter size No. of filters Stride Padding

Conv 1 1 3x3x3 64 1 1

Conv 1 1 3x3x3 64 1 1

MAX POOL1 2x2 filters at stride 2

Conv 2 1 3x3x3 128 1 1

Conv 2 2 3x3x3 128 1 1

MAX POOL2 2x2 filters at stride 2

Conv 3 1 3x3x3 256 1 1

Conv 3 1 3x3x3 256 1 1

Conv 3 1 3x3x3 256 1 1

MAX POOL3 2x2 filters at stride 2

Conv 4 1 3x3x3 512 1 1

Conv 4 1 3x3x3 512 1 1

Conv 4 1 3x3x3 512 1 1

MAX POOL4 2x2 filters at stride 2

Conv 4 1 3x3x3 512 1 1

Conv 4 1 3x3x3 512 1 1

Conv 4 1 3x3x3 512 1 1

MAX POOL5 2x2 filters at stride 2

Fully Connected Layer - 1

Fully Connected Layer - 2

Fully Connected Layer - 3
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4.5 Results and discussion

Both AlexNet and VGG16 nets are first trained with the islanding dataset detailed

in Table. 2.2. One instance of each net is used for the parameters considered - V[abc],

V[abc]/dt, dV[neg]/dt for islanding, and dV[neg]/dt for early islanding detection. The

optimized learning rate and momentum values used for training are 0.001 and 0.2

respectively. The training plots of accuracy for all the parameters for both AlexNet

and VGG16 are plotted in Fig. 4.16. It can be seen from the plots that the training

accuracy for all the parameters has reached the maximum value after 250 iterations.

Once training process is finished the next step is to test both networks with the

testing dataset. The testing results are tabulated in Table.4.3.

The results show that AlexNet has good classification accuracy for V[abc], V[abc]/dt,

and early islanding detection based on dV[neg]/dt with 1, 0, and 15 misclassifications

respectively.

The performance was poor for dV[neg]/dt for islanding with 40 misclassifications.

On the other hand VGG16 has shown good performance for V[abc], V[abc]/dt, and

islanding detection based on dV[neg]/dt with 7, 0, and 4 misclassifications respectively.

The performance for early islanding detection based on dV[neg]/dt was poor with

43 misclassifications.

The performance of transfer learning based IDM is seen to be better than the HOG

feature based IDM. This shows that transfer learning based IDM is immune to noisy

conditions. However, the performance of TL based IDM still needs to be improved for

two parameters. For islanding detection based on dV[neg]/dt the VGG16 architecture

has better classification accuracy. But on the other hand, the classification accuracy

is low for early islanding detection based on dV[neg]/dt.

Similarly, the classification accuracy for islanding detection based on dV[neg]/dt for

Alexnet is low, where as accuracy for early islanding detection based on dV[neg]/dt is

better.

From the results we can observe that certain architectural features, such as, size of

the filters and the depth of the network have influence on the classification accuracy.

This is evident from the dV[neg]/dt for islanding and dV[neg]/dt for early islanding

detection parameters.
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Table 4.3: Classification results for Transfer Learning

Islanding detection

Parameter No. of cases Accuracy Accuracy

(AlexNet) (VGG16)

V[abc] 180 99.44% 96.11 %

dV[abc]/dt 180 100% % 100%

dVneg/dt 180 77.77% 97.77%

Early islanding detection

Parameter No. of cases Accuracy Accuracy

(AlexNet) (VGG16)

dVneg/dt 180 91.66% 76.11%

4.6 Summary

An islanding detection method based on transfer learning based technique has been

developed. General details of CNN, different layers and their function is briefly pre-

sented in this chapter. The definition of transfer learning and the need for transfer

learning is discussed. Two pre–trained CNN architectures, AlexNet and VGG16, that

have performed well in ILSVRC on ImageNet dataset are chosen for islanding event

classification. These two nets are trained on the islanding dataset. The results show

that AlexNet has good performance for V[abc], dV[abc]/dt, and dVneg/dt for early is-

landing detection. VGG16 on the other hand has shown better performance for V[abc],

dV[abc]/dt, and dVneg/dt for islanding detection.
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Chapter 5

CUSTOM CONVOLUTION

NEURAL NETWORK BASED

ISLANDING DETECTION

5.1 Introduction

The results of transfer learning based islanding detection using AlexNet and VGG16

from Chapter.4 show that transfer learning can be used as a potential technique for

islanding detection. The performance of TL based IDM was better than HOG feature

based IDM. TL based IDM has also shown that it is immune to noisy data.

However, the performance for certain parameters need to be improved. Also, for

wider implementation of this method the complexity of the architecture must also

be reduced to enhance time, memory and computation efficiency of the CNN. This

can be achieved by designing a custom CNN for performing islanding detection. In

this chapter the need for custom CNN design and the details of islanding detection

method using custom CNN will be presented.
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5.2 Proposed CNN based islanding detection method

Figure 5.1: Proposed islanding detection method with multiple CNN classifiers

The details of the proposed IDM methodology are presented in this section.The steps

involved in the proposed image classification based IDM using multiple CNNs are

depicted as a flowchart in Fig. 5.1. The proposed method uses three parameters for

islanding detection. Each parameter is computed from the acquired PCC voltages,

Va, Vb, and Vc. The first parameter is voltage. Here once the three phase voltages

are acquired from the PCC, they are concatenated to form single time-series data

V[abc]. This concatenated time-series data is then converted to a scalogram image by

applying CWT on V[abc]. Concatenation enables us to represent the state of all three

phases in one scalogram image. This image is then fed to a trained CNN classifier for

detecting an islanding event.

The second parameter that is used in the proposed method is ROCOV dV/dt. The

ROCOV is computed for each of the acquired voltages, Va, Vb, and Vc. The computed

values are then concatenated to form a single time series data dV[abc]/dt. CWT is
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applied on dV[abc]/dt to convert the time-series data to image, which is then fed to a

trained CNN classifier for islanding detection.

The third parameter used for islanding detection is ROCONSV dVneg/dt. The

negative sequence component of voltage is first calculated from the acquired PCC

voltages Va, Vb, and Vc. In the next step the ROCONSV is computed. This time-

series data of dVneg/dt is converted to a scalogram image, which is then given as an

input to a trained CNN classifier for detecting islanding event.

In addition to islanding detection, a feature for early islanding detection using

ROCONSV is also proposed in this research. An unintentional islanding event is a

result of opening of a circuit breaker. One of the primary reasons for the opening

of a circuit breaker is a fault in the system. Therefore, by detecting a fault we can

detect an islanding event even before its occurrence. A separate data set is created

for various fault events and their corresponding changes in dVneg/dt. Also, a CNN is

trained on images that represent fault cases and normal cases to enable early islanding

detection.

5.3 Results and discussions

In this section the details of the custom designed CNNs for islanding detection, the

design philosophy, and the design approach are presented. The details of the designed

CNNs and their performance for islanding detection is also presented.

5.3.1 Design of CNN

The design of a CNN involves optimizing several parameters. These parameters in-

clude architecture hyperparameters and training hyperparameters. Architecture hy-

perparameters, such as, number of filters in each layer , number of layers, filter sizes,

selection and combination of different layers determine the architecture and layout of

various layers. Training hyperparameters include, learning rate, type of solver, mo-

mentum, loss function and so on. The input to the CNN is an RGB image of 227x227

size. The design approach followed in the proposed method is discussed as follows.

The architecture of the CNN, meaning, number of layers and the filter size required

for achieving good performance is first designed. This is done by fixing all training

hyperparameters and test the CNN by increasing the number of layers, starting from
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a single layer. Each layer consists of a convolution layer, a rectified linear unit, and

a max pooling layer. Final layer is a fully connected layer with two class output

combined with a softmax layer. The final layer is decided based on the number of

classes that the data set is divided into. In this case the data is divided into two

classes, namely, islanded and grid connected. This process is repeated for different

filter sizes.

The design philosophy followed to determine the optimal architecture for the CNN

is derived from the design principles of VGG16 network(Simonyan and Zisserman,

2014). Therefore the size of the filters have been kept small and uniform throughout

the CNN layers. As evident from the results shown in Fig. 5.2.(a), the number of

layers is fixed at three, since it is shown to give better performance for all the filter

sizes.

In the next step, the training hyperparameters, learning rate and momentum are

optimized by fixing the number of layers. The results from the plots in Fig. 5.2.(a)

and Fig. 5.2.(b) indicate that the filter size of 3x3 gives better performance.

From Fig.5.3.(a) and Fig.5.3.(b) it can be seen that the performance of the CNN

is better for learning rate value of 0.001 and momentum value of 0.2. Stochastic

gradient descent with momentum(sgdm) solver has been used in the training process.

The final design values for architecture of CNN-I and training hyperparameters

are tabulated in Table 5.1 and Table 5.2, respectively. This architecture is used for

V[abc], dV[abc]/dt, and for early detection based on dVneg/dt.

For islanding detection using dVneg/dt, the design approach of CNN-I, which is

based on VGG16 design philosophy was resulting in a very deep architecture similar

to VGG16. This was resulting in a large network and huge number of parameters.

To reduce the complexity of the network another CNN is designed with a different

design approach. The design philosophy of CNN-II for islanding detection based on

dVneg/dt is to use multiple convolution layers with gradually increasing filter sizes.

The number of filters is also increased as we progress into the network. The final

design values of architecture of CNN-II and training hyperparameters are tabulated

in Table 5.3 and Table 5.4, respectively.
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Table 5.1: Custom designed CNN-I architectural details

Layer Filter size No. of filters Stride Padding

Conv 1 1 3x3x3 8 1 1

ReLu Layer

MAX POOL1 2x2 filters at stride 1

Conv 2 1 3x3x3 16 1 1

ReLu Layer

MAX POOL1 2x2 filters at stride 1

Conv 3 1 3x3x3 32 1 1

ReLu Layer

MAX POOL1 2x2 filters at stride 1

Fully Connected Layer – SoftMax

Table 5.2: CNN-I training hyperparameter details

Training Hyperparameter Design Value

Solver Stochastic Gradient Descent

with Momentum (sgdm)

Learning rate 0.001

Momentum 0.2

Mini-batch size 20

Maximum epochs 10

Weight initialization random

Loss function Cross entropy
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Table 5.3: Custom designed CNN-II architectural details

Layer Filter size No. of filters Stride Padding

Conv 1 1 3x3x3 16 1 1

ReLu Layer

MAX POOL1 2x2 filters at stride 2

Conv 2 1 5x5x3 32 1 2

ReLu Layer

MAX POOL1 2x2 filters at stride 2

Conv 3 1 7x7x3 64 1 3

ReLu Layer

MAX POOL1 2x2 filters at stride 2

Fully Connected Layer – SoftMax

Table 5.4: CNN-II training hyperparameter details

Training Hyperparameter Design Value

Solver Stochastic Gradient Descent

with Momentum (sgdm)

Learning rate 0.001

Momentum 0.2

Mini-batch size 30

Maximum epochs 10

Weight initialization random

Loss function Cross entropy
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5.3.2 Custom CNN based IDM results

Once the CNN is designed, the next step is to train the CNN to perform islanding

detection. Training CNN is an iterative process until desired performance is achieved.

Training process is monitored by looking at the training accuracy and training loss.

We have a total of three parameters used for islanding detection and one parameter for

early islanding detection. The CNN-I architecture is used for islanding detection using

V[abc], dV[abc]/dt, and for early detection based on dVneg/dt. The CNN-II architecture

is used for islanding detection based on dVneg/dt. The training plots for these are

depicted in Fig.5.4. (a) and Fig.5.4.(b). Training process is monitored by looking at

the training accuracy and training loss. The significance of monitoring both these

parameters can be seen from these plots where the training accuracy has reached

maximum value, yet the training loss is not minimized. Once the loss is minimized the

trained CNN is used for classifying islanding events. The islanding event classification

results for CNN-I and CNN-II are tabulated in Table 5.5. The results show that the

performance of custom designed CNNs have a performance that is better than HOG

feature based islanding and transfer learning based islanding detection. For islanding

detection based on V[abc], dV[abc]/dt and early islanding detection with dVneg/dt , the

classification accuracy on the testing dataset is 100%. For islanding detection based

on dVneg/dt the classification accuracy is 99.44%. The average detection time for the

proposed islanding detection method is 218ms.

Table 5.5: Classification results for custom CNN based IDM

Islanding detection

Parameter No. of cases Accuracy

V[abc] 180 100% (CNN-I)

dV[abc]/dt 180 100% (CNN-I)

dVneg/dt 180 99.44% (CNN-II)

Early islanding detection

Parameter No. of cases Accuracy

dVneg/dt 180 100% (CNN-I)
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The advantage of having custom designed CNN for islanding event classification

over transfer learning based method can be explained in terms of CNN complexity,

number of parameters to be tuned, memory requirements and the time taken for

training. The number of parameters and the memory requirements are computed

and tabulated in Table 5.6 and Table 5.7.

These parameters can be calculated using the following equations. If the Conv

layer accepts an input volume of width W1, height H1 and depth D1

W1xH1xD1

and the hyperparameters are:

filter size: FxF

number of filters: K

stride: S

padding: P

This produces an output volume of W2xH2xD2, where

W2 = (W1 − F + 2P )/S + 1 (5.1)

and

H2 = (H1 − F + 2P )/S + 1 (5.2)

and

D2 = K (5.3)

The parameters for each Conv layer generated will be

Parameters = (F.F.D1).K (5.4)

and K biases.

These are computed for both CNN-I and CNN-II architectures and tabulated in

Table 5.6 and Table 5.7, respectively.

The comparison of transfer learning based islanding event classification and cus-

tom CNN based islanding can now be made based on these computations. The pa-

rameters chosen for computation are number of layers, number of filters, parameters,

classification accuracy, training time, number of filters, and the memory requirement

for each of the nets. The comparison is made between AlexNet, VGG16, CNN-I and

CNN-II architectures.
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Table 5.6: Activation maps and parameters in CNN-I

Layer Type Activations Parameters

Input: 227x227x3 Image input 227x227x3 –

Conv 1 1 Convolution

FxF:3x3, K:8 Weights: 3x3x3x8

S=1, P=1 227x227x8 Bias: 1x1x8

ReLu 1 1 Re Lu 227x227x8 –

MAX POOL 1 1 Pooling

2x2 with S=1 226x226x8 –

Conv 2 1 Convolution

FxF:3x3, K:16 Weights: 3x3x8x16

S=1, P=1 226x226x16 Bias: 1x1x16

ReLu 2 1 Re Lu 226x226x16 –

MAX POOL 2 1 Pooling

2x2 with S=1 225x225x16 –

Conv 3 1 Convolution

FxF:3x3, K:32 Weights: 3x3x16x32

S=1, P=1 225x225x32 Bias: 1x1x32

ReLu 3 1 Re Lu 225x225x32 –

MAX POOL 3 1 Pooling

2x2 with S=1 224x224x32 –

Fully Connected FC 1x1x2 Weights:2x1605632

Bias:2x1

SoftMax 1x1x2 –
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Table 5.7: Activation maps and parameters in CNN-II

Layer Type Activations Parameters

Input: 227x227x3 Image input 227x227x3 –

Conv 1 1 Convolution

FxF:3x3, K:16 Weights: 3x3x3x16

S=1, P=1 227x227x16 Bias: 1x1x16

ReLu 1 1 Re Lu 227x227x16 –

MAX POOL 1 1 Pooling

2x2 with S=2 113x113x16 –

Conv 2 1 Convolution

FxF:5x5, K:32 Weights: 5x5x16x32

S=1, P=2 113x113x32 Bias: 1x1x32

ReLu 2 1 Re Lu 113x113x32 –

MAX POOL 2 1 Pooling

2x2 with S=2 56x56x32 –

Conv 3 1 Convolution

FxF:7x7, K:64 Weights: 7x7x32x64

S=1, P=3 56x56x64 Bias: 1x1x64

ReLu 3 1 Re Lu 56x56x64 –

MAX POOL 3 1 Pooling

2x2 with S=2 28x28x64 –

Fully Connected FC 1x1x2 Weights:2x50176

Bias:2x1

SoftMax 1x1x2 –
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The number of parameters in AlexNet (Krizhevsky et al., 2012) and VGG16 (Si-

monyan and Zisserman, 2014) is 60 and 140 million parameters, respectively. AlexNet

has five convolution layers and three fully connected layers where are VGG16 has thir-

teen convolution layers and three fully connected layers. Total number of filters in

AlexNet is 1376 and VGG16 is 4224. The average training time taken for these

networks on islanding dataset is 17.24 minutes and 145.03 minutes respectively.

On the other hand, CNN-I and CNN-II architecture has 3.2 million parameters and

214x103 parameters. This is a considerable reduction in the number of parameters. In

terms of number of filters, CNN-I has 56 filters and CNN-II has 112 filters. Both CNN-

I and CNN-II have three convolution layers and one fully connected layer. The average

training time for CNN-I and CNN-II are 9.7 minutes and 8.16 minutes, respectively.

The comparison of AlexNet, VGG16, and CNN-I architectures is shown in Fig.

5.5, and the comparison of AlexNet, VGG16, and CNN-II architectures is shown

in Fig.5.6. It can be seen that custom designed CNN architectures have reduced

complexity when compared to transfer learning models.

5.4 Summary

In this chapter the need for custom designed CNN architectures as opposed to transfer

leaning based models is first explained. In order to reduce the complexity of the

network two custom CNN architectures are designed. The design approach followed

is detailed. Two CNN architectures, CNN-I and CNN-II are designed. It is observed

that CNN-I architecture has good performance for V[abc], dV[abc]/dt and early islanding

detection with dVneg/dt. However, the complexity of the network was increasing

significantly for islanding detection based on dVneg/dt. To overcome this CNN-II

architecture is proposed. The classification results of custom CNN based IDM are

better than HOG feature based IDM and comparable with transfer learning based

IDM at nearo zero power mismatch ans also noisy conditions. Contrary to transfer

learning based IDM it has been shown that the complexity of the network has greatly

reduced in custom CNNs in terms of number of layers, number of filters, parameters,

memory occupied on the system, and training time. This shows that custom CNN

based IDM has better performance in terms of classification accuracy, immunity to

noise, and has reduced network complexity.
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Chapter 6

CONCLUSIONS AND FUTURE

SCOPE

6.1 Conclusions

For effective isladning detection at near zero power mismatch and noisy conditions

three islanding detection methods are developed using image classification based

methods with SVM classifier and CNN classifier. Furthermore, in this thesis, an

early islanding detection feature based on monitoring the rate of change of negative

sequence voltage under fault and normal conditions is also developed. The conclusive

remarks of the contributions in this thesis are presented below.

Chapter 1 presents the background of the thesis, islanding phenomenon in a mi-

crogrid and the need for detecting islanding events. Various international standards

for islanding detection are summarized. The state-of-the-art literature related island-

ing detection methods along with the evolution of IDMs is discussed in detail. The

need for intelligent IDMs that can perform better detection at near zero power mis-

match and noisy conditions are highlighted. The contributions of the thesis are also

outlined.

Chapter 2 presents the need for dataset in supervised learning methods. The pro-

cess of converting any time–series data to images is first presented. The details of the

system used for dataset generation, different parameters used for detecting islanding,

and various events that are considered for generating the dataset are presented. Also,

a feature for early islanding detection by monitoring the fault and normal conditions
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is also presented.

In chapter 3, an islanding detection method based on feature extraction from

images and SVM classifier is presented. The importance of feature extraction from

the images is detailed. Histogram of oriented gradients features are explained. The

optimal parameters for HOG feature extraction, training and testing of SVM classifier

on islanding image dataset is presented. The performance of HOG based IDM and

the need for other feature extraction methods is discussed.

In chapter 4, improved feature extraction by using CNNs is presented. In this

chapter brief introduction about the workings of a CNN are discussed. To minimize

the design and testing time, pre-trained CNNs are used for islanding detection by

applying transfer learning technique. Two CNN architectures that have performed

well in ImageNet challenge are used for transfer learning. The performance of AlexNet

and VGG16 for islanding dataset is discussed and compared with HOG based IDM.

Lastly, the need for designing custom CNN is presented.

Chapter 5 presents a custom CNN based islanding detection method. The design

approach for two CNN architectures is detailed. The architectures of two CNNs is

discussed along with the training and testing. The final architectures of two CNNs are

presented as CNN-I and CNN-II. The performance of CNN based IDM is compared

with transfer learning based IDM. Further, it is also discussed how custom CNN

based IDM has reduced the network complexity in terms of layers, number of filters,

parameters, size occupied on the system, and the training time. Lastly, it has been

concluded that in comparison to HOG based IDM and transfer learning based IDM,

custom CNN based IDM has better performance at near zero power mismatch and

noisy conditions with respect to HOG based IDM and has reduced complexity with

respect to transfer learning based IDM.

6.2 Future scope

Based on the research carried out in this thesis, the recommendations for future

research are presented.

1. Image classification based islanding detection can be further improved by mon-

itoring other parameters. By monitoring more parameters, the effectiveness of

the islanding detection method may be improved.
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2. More studies on early islanding detection by monitoring fault and normal con-

ditions can be carried out. Statistical methods can be applied to come up with

better indices that can be used for early islanding detection with enhanced

effectiveness.

3. For any machine learning or deep learning model a larger dataset can result in

better learning of the features and better classification accuracies. Therefore, a

larger dataset with more number of parameters can be created.

Also, there is no standard dataset or a standard system for testing islanding

detection methods. This can be used as an opportunity to create a standard

system or a standard dataset in the lines of ImageNet for image classification

research.

4. For enhanced classification accuracy ensemble machine learning/deep learning

models can be used.

5. In addition to islanding detection, image classification based approach can be

applied to other applications such as power quality event classification and

power system fault classification.
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Appendix A

Image noise

In the process of data augmentation, two types of noises have been added to the

image dataset.

• Salt and pepper noise

Salt and pepper noise manifests itself as sparsely occurring black and white

pixels. In this type of noise, we can control the density of noise. Meaning, we

can specify the percentage of pixels that will be affected. Noise density used for

augmenting the dataset is 5%.

• Speckle noise

Speckle noise is a multiplicative noise which is represented by the equation

J = I + n ∗ I

Here,

‘I’ represents pixels of the image and

‘n’ is a uniformly distributed random noise with zero mean and a variance of

0.05.

The variance can be changed as per the requirement.
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