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ABSTRACT OF THE THESIS

Detection of lung cancer in the Computed Tomography (CT) images when the lung

nodules are in the sub-solid state (early stage) results in higher survival rate of the

patients. Two Computer Aided Detection (CAD) systems for identifying the sub-solid

nodules in lung CT images are developed as a part of this thesis.

The first system adopts a pipeline approach which is carried-out in two phases.

The first phase employs a series of algorithms for denoising, segmentation of region of

interest and feature selection followed by a classification to separate nodules and non-

nodules. In the second phase, Histogram of Gradients method is used to categorize the

nodules identified in first phase as solid or sub-solid. Sensitivity of the system is ob-

served to be more than 90% with just 3 false positive observations per scan. Both super-

vised and unsupervised classification models adopted for identifying sub-solid nodules

give consistent and reliable results with an average accuracy above 93% when tested

with Lung Image Database Consortium (LIDC) and International - Early Lung Can-

cer Action Program (I-ELCAP) databases. The accuracy of the system is categorically

higher compared to the present state-of-the-art models employed for sub-solid nodule

classification.

The second system adopts a deep learning approach for identifying sub-solid nod-

ules, making use of a Deep Convolution Neural Network (DCNN) incorporated within

the Conditional Random Field (CRF) framework. Adopting CRF framework reduces

the occurrence of false positives. It is further observed that the overall accuracy of

the system is increased from 83 to 89.5 percentage when tested with LIDC/IDRI and

I-ELCAP databases. Though, the accuracy of the system is lower than the pipeline

based model (mentioned above), the model does not demand any pre or post processing

technique including the region of interest segmentation. The accuracy obtained for this

system is comparatively higher than the state of the art deep learning models employed

for sub-solid nodule classification. Moreover, a detailed cross comparative analysis of

the systems proposed in this thesis is done to analyze their performance.

Keywords: Computer Aided Detection System, pulmonary nodule detection, sub-solid/part-

solid nodule identification, Computed Tomography Images, Gray Level Co-variance Ma-

trix, Deep Learning Convolution Neural Network, Conditional Random Field,
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CHAPTER 1

Introduction

Diseases remain as a major cause of human fatality. Among them, cancer related

deaths are more prominent and frequent. Cancer is a condition involving abnormal cell

growth with the potential to invade or spread to other parts of the body. In general,

all the body cells have a defined life span and are replaced by new cells from time-to-

time. This process is called as Appoptosis (Su et al., 2015). Cancerous cells lack this

capability where the cells fail to die but continue to divide uncontrollably. As a result,

the cells pile up in the body which may form tumors or impair the immune system.

These cancerous tumors may be in a particular area or spread to other parts of the body.

There are various types of cancer such as bladder, colon and rectal, endometrial, kidney,

leukemia etc. (Mohammad et al., 2015). Table 1.1 shows the statistics of most common

cancer cases found in 2018 according to World Health Organization(WHO).

Table 1.1 Statistics of most common cancer cases

Cancer Type No. of Cases No. of Deaths

Lung Cancer 2.09 million 1.76 million

Breast Cancer 2.09 million 627000

Colo-rectal 1.80 million 86200

Lung cancer is the most common type of cancer that originates in lung cells. It is

observed that number of deaths due to lung cancer is increasing and will remain so till

the year 2030 (courtesy: World Health Organization 2019 report).
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Lung cancer is referred to as primary lung cancer which manifests itself as tumors

(nodules) in lungs. A pulmonary mass refers to the small round or oval-shaped growth

in lungs. They may also appear as small spots in the lungs with diameter less than

three centimeters. If the pulmonary mass has growth more than three centimeters then

they are known as pulmonary nodules which are more likely to represent a cancer. The

nodules are visible because of size however needs to be further analysed to conclude

whether it is cancerous or not. Hence, they are easy to find but can be hard to diagnose.

There are two main types of pulmonary nodules namely malignant (cancerous) and

benign (noncancerous). Benign nodules are non invasive. They do not spread to the

other parts of body unlike malignant tumor. They are not harmful and do not need

any treatment. Over 90% of pulmonary nodules that are smaller than two centimeters

(around 3/4 inch) in diameter are benign. These are non-cancerous nodules which are

caused by previous infections or old surgery scars. If a nodule is found to be growing

over the period of time it is termed as malignant which needs immediate treatment

(Larici et al., 2017).

Malignant Pulmonary nodules are categorized into solid and sub-solid nodules de-

pending on the degree of calcification (attenuation). The process of accumulation of

calcium content on the soft tissue is termed as calcification. Solid nodules are char-

acterized by concentrated soft tissue attenuation whereas sub-solid nodules are further

classified into liquid or pure Ground Glass and part-solid nodules. Liquid nodules are

also known as pure Ground Glass nodules. They occur as hazy areas with little attenua-

tion and without clear boundary. Part-solid nodules are found to have attenuation more

than liquid nodules but less than solid nodules. Figure 1.1 shows the categorization of

pulmonary lung nodules. Visual representations of different kinds of nodules are shown

in Figure 1.2.

According to Fleischner Society recommendation (MacMahon et al., 2005), lesions

with diameter less than 4 mm do not require any further invasive or non-invasive mea-

sures or evaluations. However, lesions having a diameter of more than 8 mm should

be evaluated with follow-up CT scans and biopsy since they are generally malignant.
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Figure 1.1 Nodule categorization

Liquid Nodule Sub-solid Nodule Solid Nodule

Figure 1.2 Nodules appearance in Lung CT Images (Marked in red circle)

For lesions having diameter between 4 mm and 8 mm, CT follow-up with a limited

number of scans is recommended. Sub-solid nodules are often visible during screen-

ing studies or incidentally on CT scans. They are characterized by their appearance

as rounded areas of lesions or calcifications. Sub-solid nodules can regress, persist, or

grow. Small persistent non-solid nodules are often a typical adenomatous hypoplasia

(AAH) and focal fibrosis, whereas non-solid and part-solid nodules that increase in size

typically indicate malignancy, which can include adenocarcinoma, Minimally Invasive

Adenocarcinoma (MIA), and invasive adenocarcinoma disease. A small percentage of

ground-glass opacities (AAH) develop into larger lesions that can eventually comprise
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on solid components and invades to alveolar or walls of lungs indicating the advanced

stage of lung cancer (MacMahon et al., 2005).

American cancer society in the year 2016 conducted a survey and found that lung

cancer is more severe and common. The details of this study is summarized in Table

1.2. It is the leading cause of cancer deaths in the world.

Table 1.2 Study of survival rate for lung cancer (American Society, 2016)

Different Stages Nodules present 5 year Survival Rate

Local Liquid, Sub-solid 52

Regional Solid 17

Distant Other parts 4

It is reported that 5 year survival rate for all the stages combined is only 16 % while

for cases detected in the initial stage it is about 52 %. But only 15 % of lung cancers

are diagnosed at this early stage (Society, 2016). Treatment in advanced (solid nod-

ules) stage may require the removal of entire lungs which patients cannot withstand.

It is always advantageous to identify the tumors or nodules in their initial stage when

they manifests themselves as pulmonary (sub-solid) nodules. Therefore, early detec-

tion of lung cancer is important since patients survival can be extended by appropriate

treatment. Liquid biopsy technique for lung cancer detection is used for identifying the

lung cancer which is a painful procedure. Hence, there is a need for identification of

lung cancer from obtained Computed Tomography (CT) images without causing any

troubles to the patients. Also, there is a requirement for early detection of lung can-

cer to increase the chance of survival of the patients. Two automated Computer Aided

Detection (CAD) systems for identifying the lung nodules in early stage (part solid or

sub-solid nodules) from lung CT images are developed as a part this thesis. The com-

mon imaging modality used to capture lung nodules is CT scans. The procedure of

formation of CT images is described in detail as follows.
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1.1 Formation of Computed Tomography Images

Lung Nodules are identified from the captured lung Computed Tomography images.

High-resolution images that depicts the composition of body tissues are produced by

CT imaging. Individual views or x-ray images are collected from around the body. A

single slice is formed by using the collected views. Images are formed by the interaction

of high energy photons and body tissues. The contrast in a CT image is created by

identifying the attenuation coefficient of the material. Attenuation coefficient refers

to the absorption properties of the elements of body tissue. The Beer-Lambert law

describes the attenuation of an individual x-ray passing through the body and is given

as,

I = I0e−Q0T , (1.1.1)

where, I0 is the beam intensity, I is the transmitted beam intensity, T is the material

thickness, and Q0 is the attenuation coefficient of the material.

CT image formation has three phases namely Scanning phase, Reconstruction phase

and Digital to Analog conversion phase (Bracco et al., 2019). The formation of CT

images in three phases is shown in Figure 1.3.

Figure 1.3 Process of CT Image Formation
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The scanning phase identifies the data which is not in the image format. A fan

shaped x-ray beam is scanned around the body. Detectors are used for identifying the

amount of x-ray passing through the body. Projection of x-ray from one specific fo-

cal point position produces one view. Many views captured by projecting the x-ray

beam from different positions are necessary to reconstruct an image. Many projections

spanning 180 degrees of the object make an entire set of slice. This captured data com-

prises of total attenuation of the x-rays passing all through the body (Willemink and

Noël, 2019). One scan produces data for one slice of image. Once this entire slice is

collected in different views, it is displayed in the sinogram which depicts the relation

between each projection and its sinogram. Sinogram is an array of captured projections.

Projection angle and radial distance from the origin are the two parameters used for con-

struction of sinogram as shown in Figure 1.4 where three projections in the angles 0, 45

and 90 degrees are captured. Spatial resolution and circumferential resolution are de-

termined by number of rays and number of projections, respectively. A horizontal line

is plotted through the sinogram for each object view. Each point depicts the brightness

corresponding to the attenuation level experienced by the ray when passing through the

body.
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Figure 1.4 Formulation of Sinogram from individual projection views

The acquired data is processed in the reconstruction phase to form a digital image.

The reconstruction phase may be repeated for producing images with different slice

thickness and position of image slices. Single or multiple detectors determines the slice

thickness. The width of the collimator detector decides the size of the slice thickness in

single detectors whereas width of slices can be adjusted by binning adjacent detectors

together in the case of multiple detectors.

Digital CT images are produced by the three popular methods such as Algebraic

method, Fourier Transform method, Iterative and Back-projection method. Generally,

reconstruction of medical CT images are achieved by using filtered back projection

technique (Hoffman et al., 2016). If a particular position has a high intensity value in a

CT view, then intensity values are assigned to all the values along that position. When

the process is repeated with different angles, the signal intensities intersection point

represents the true location of the point of interest as shown in Figure 1.5. To nullify the

effect of blurring caused in this process, filters such as convolution, ramp etc. are used

in the spatial domain since frequency domain operation require the Fourier transform

equations. The detailed procedure is given below,
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• Transforming each projection into frequency space.

F1D{p(r,θ)}= P(ω,θ) (1.1.2)

• Multiplying the filter

P(ω,θ)∗ |ω|= F(ω,θ) (1.1.3)

• Transforming each filtered projection into image space.

F−1
1D {F(ω,θ)}= f (r,θ) (1.1.4)

• Back-projecting the filtered projections to obtain the final image.

f (r,θ)
backpro jection−−−−−−−−→U(i, j) (1.1.5)

where, |ω| is the ramp filter, p(r,θ) is the projection with the radiation intensity r made

to pass at an angle θ . F1D represent the 1 Dimensional Fourier transform.

Figure 1.5 CT Image Reconstruction using Filtered Back-projection method

Image quality is improved or the image quality characteristics such as detail, texture

etc. are improvised using the image processing methods in the filtered back projection

approach. The data produced in this step is not a complete image but a profile of the

x-ray attenuation by the objects. Back-projection of the profile on to an image surface
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produces the digital image. Many views are used to produce CT images. The CT

number is calculated which helps in reconstructing the digital image.

X-ray attenuation coefficient is computed in the reconstruction process which in-

turn is used to calculate the CT number values. These CT numbers are computed for

every individual tissue voxel. It is found and stated that CT number of air is −1000 and

water is 0 (Willemink and Noël, 2019).

CT number =
Vvoxel−Vwater

Vwater
×1000, (1.1.6)

where, Vvoxel is the attenuation coefficient of tissue, Vwater is the attenuation coefficient

of water.

CT numbers are measured in Hounsfield Units. Tissues with attenuation (density)

greater than water will have positive CT numbers whereas those which are less dense

have negative CT numbers. Density, atomic number of tissues and energy of the x-

ray photons decide the x-ray attenuation coefficient. A high Voltage (like 120-140kV)

and heavy beam filtration is used for CT images. This high voltage minimizes the

photoelectric interactions in the tissue. Hence CT numbers are computed based on

density of tissues.

The last digital-to analog conversion phase produces the visible image in shades

of gray. The digital images made up of pixels and having a CT number are converted

to visible image with different shades of gray using the windowing technique. The

windowing technique transforms CT numbers into gray scale values ([0,255]). There

are other adjustable factors like level and width controls which will have effects on

the quality of reconstructed images. The tissues within the window will have different

shades of gray i.e. they have different CT numbers. All the tissues with CT number

above the window will be represented as white within the window range and the ones

having value below the window will be in black color within the window range. Level

control is used to adjust the center of window and the width control adjusts the range

of CT numbers to be displayed in the reconstructed image. Hence reducing the window

width will increase the image contrast in tissues. Window level for imaging the lungs is

observed to be -500 (Heverhagen, 2016).
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1.2 Dataset

The data for the present study is collected from International - Early Lung Cancer

Action Program (I-ELCAP) database and Lung Image Database Consortium - Image

Database Resource Initiative (LIDC/IDRI) database(Armato III et al., 2011).

International - Early Lung Cancer Action Program (I-ELCAP) database is devel-

oped by Vision Image Analysis (VIA). This database contains 500 low-dose docu-

mented lung CT scans which are obtained in a single breath hold with slice thickness

of 1.25 mm produced using x-ray.

Diagnostic Image Analysis Group, Department of Radiology and Nuclear Medicine,

Radboud University Medical Center, Nijmegen, The Netherlands developed the LIDC

/ IDRI database. 888 CT scans of 124 GB are available in LIDC-IDRI database. Slice

thickness greater than 2.5 mm is considered while others are discarded. It contains

annotations that are collected during two phase annotation process by radiologists. In

this process three types of nodules are marked namely, nodule < 3 mm, nodules > 3

mm and nodules of 3 mm. The nodule exceeding 3 mm are considered as malignant

nodules by radiologists.

The CT images thus obtained are processed for identifying the part-solid/sub-solid

nodules. These obtained CT images are considered as raw data for further process. They

contain unwanted information (noise) which appears due to the defects in the capturing

environment, artifacts in the instruments etc. The Digital Image Processing techniques

are adopted to separate the sub-solid nodule region from the rest of the image portion.

This includes preprocessing techniques for removal of noise followed by identification

of nodules through segmentation and classification process.

1.3 Organization and Contribution of the Thesis

Considering the severity of lung cancer and the lack of an efficient CAD systems for

identifying it in early stages, two comprehensive automated CAD systems are devel-

oped as a part of this thesis work. These systems help in identifying the lung cancer

in its early stages, when it manifests itself as part-solid/sub-solid nodules in lung CT

scans.
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The remaining parts of the thesis are organized as follows. Chapter 2 summarizes

the state-of-the-art models available till date along with identified research gaps in these

proposals and a brief overview of the steps taken to overcome the gaps. This chapter

includes the details of medical aspects of lung cancer and the way the radiologists iden-

tify it till date. This chapter also summarizes the CAD system available till date that are

mainly oriented towards identifying the solid nodules which are clearly visible in lung

CT scans.

The proposed pipeline model for early detection of lung cancer is described in Chap-

ter 3. Various algorithms are incorporated in series for the purpose of identification of

part-solid/ sub-solid nodules. The model developed has two phases. The first phase

is used for segregating the nodule and non-nodules followed by identification of solid

and sub-solid nodules in the second phase. The preprocessing methods which includes

identification and removal of noise, segmentation, feature identification and classifi-

cation into nodules and non nodules comprise the first phase (Phase I). The features

that are specific to sub-solid nodule are identified using Histogram of Gradients (HoG)

method, followed by classification into solid and part-solid/sub-solid nodules in the

second phase (phase II) of the developed CAD model.

The proposed deep learning approach for early detection of lung cancer is detailed

in Chapter 4 where a series of convolution neural network layers are incorporated. Back

propagation algorithm is used which reduces the error in the developed model.

Finally, the summary of the entire work, its applications followed by future research

avenues are highlighted in Chapter 5.
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CHAPTER 2

Literature Review

The present study envisages to develop an automated Computer Aided Detection

(CAD) system for early detection of lung cancer or carcinoma. Sub-solid nodules sig-

nifies the initial stage of lung carcinoma. Though there are some efforts done to identify

solid nodules in CT images (Murphy et al. (2009), Messay et al. (2010), Magdy et al.

(2015)), not many published works are available in the literature dedicated to identify

the presence of sub-solid lung nodules. Therefore a detailed review of the existing

models are performed in this chapter.

The authors in Hansell et al. (2008) have established that part-solid nodules consist

both ground-glass and solid components and stated that nodules identify themselves as

well or poorly defined, irregular opacities which are 3 cms in diameter. They further

distinguished the nodules into three types namely liquid, sub-solid/part solid and solid

according to their growth and severity. They describe the structure and appearance of

nodules which eases the identification of nodules and its growth rate. A homogeneous

soft-tissue attenuation is termed as solid nodules, the one which consists Ground Glass

Nodules and soft tissue attenuation is called as the sub-solid nodule and hazy structures

with only Ground Glass attenuation is termed as liquid nodules.

The findings of Henschke et al. (2002) have revealed that sub-solid/part-solid nod-

ules are less common in screenings which makes their identification tedious during the

initial stages of lung carcinoma. Their experiment shows that 81 % of solid nodules and

19 % of sub-solid nodules are found in the screening. It is also established that 50 %

of lung cancer originates from sub-solid nodules and hence identification of sub-solid

/ part-solid nodules play an important role in identifying the lung cancer in its early
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stage.

Erasmus et al. (2000) have established that lung cancer identifies itself as pulmonary

nodules in the initial stage. These nodules are usually small round shaped spots present

in the lungs. They are mainly categorized into two groups based on their size. As

already mentioned earlier, the nodules smaller in size having a diameter less than 3

centimeter, in general, are grouped as Benign Pulmonary nodules and usually evolve

due to inflammation, injuries, etc. They are non-cancerous nodules remaining as calci-

fied lesions forever. If the pulmonary nodules detected are more than 3 centimeters in

diameter, they are termed as malignant nodules and treated as cancerous.

A CAD system is developed by Tan et al. (2011) for the detection of solid lung

nodules in CT images. A mixture of features and classification algorithms are adopted

therein. Segmentation of nodules is carried out with the help of nodule and vessel

enhancement filters followed by computing the divergence features to locate the clusters

of nodules. Classification algorithms differentiate between real nodules and some form

of blood vessels by using the features identified which are defined on the gauge system.

Vlahos et al. (2018) observed that the nodules present in central locations are small

and difficult to be detected when compared to nodules attached to the vessels or pleural

surfaces of lungs. It is also established that central nodules are indications to early

stage cancer. Small and not well developed nodules indicate the early stage of lung

cancer. They are generally sub-solid or liquid nodules which represent initial stage of

lung cancer. Identifying them helps in detecting lung carcinoma in the initial stage.

Hence, nodules present in the center locations are to be attended rather than the ones

present near the walls of lungs as they represent advanced stage of lung cancer.

Messay et al. (2010) developed a CAD system for the detection of pulmonary nod-

ules in thoracic computed tomography imagery in the early stages. Segmentation of

entire lung region is achieved and the boundaries are marked clearly. For the pur-

pose, it combines intensity thresholding and morphological processing to detect the

lung region and subsequently the lung nodules. Features are extracted and classified

using Fisher Linear Discriminant (FLD) classifier and a quadratic classifier. This sys-

tem is found to give 80% accuracy with an average of 517.5 nodule candidates per
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case/scan (517.5± 72.9). A 7-fold cross-validation performance analysis using the

LIDC database only shows CAD sensitivity of 82.66% with an average of 3 False Pos-

itives (FP) per CT scan/case.

Murphy et al. (2009) developed a scheme for the automatic detection of nodules

in thoracic CT scans. The algorithm uses the local image features of shape index and

curvedness in order to detect candidate structures in the lung volume and applies two

successive k-nearest-neighbor classifiers for the reduction of false-positives. The nod-

ule detection system is trained and tested on LIDC/IDRI database and achieves a sensi-

tivity of 80% with an average of 4.2 false-positives per scan.

Jacobs et al. (2011) established that Ground Glass Nodules (GGNs) occur less fre-

quent in CT scans than solid nodules but have a much higher chance of being malignant.

They have developed a complete system for computer-aided detection of GGNs which

incorporates the segmentation steps, candidate detection, feature extraction and a two-

stage classification process. Features extracted are a set of intensity, shape and context

features. Two-stage classification approach using a linear discriminant classifier and a

Gentle-Boost classifier are adopted to classify the nodule regions. The system is trained

and independently tested on 140 scans that contains one or more GGNs from around

10,000 scans obtained in a lung cancer screening trial. The system shows a high sensi-

tivity of 73% with one false positive per scan.

An early detection of Ground Glass Nodule in lung CT images is developed by Tao

et al. (2009). A multi-level learning-based framework for automatic detection and seg-

mentation of GGN in lung CT images is developed. This model integrates segmentation

and detection to improve the overall accuracy for GGN detection followed by two levels

of classification namely voxel-level and object-level. The method is demonstrated on a

dataset of 1100 subvolumes (100 containing GGNs) extracted from about 200 subjects

and is found to give 80% accuracy.

Magdy et al. (2015) proposed a computer-aided diagnostic (CAD) systems for iden-

tifying and classifying the normal and cancer lungs which in-turn concentrates on iden-

tifying solid nodules since they are clearly visible. For this, Weiner filtering followed by

histogram analysis with thresholding and morphological operations to segment and ex-
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tract the lung region is employed. Amplitude-Modulation and Frequency-Modulation

(AM-FM) is adopted to extract the features of the region of interest. Classifiers like

SVM, K-Means, Naive Bayes and some other linear classifiers are used for differenti-

ating the normal and cancerous lungs. It is established that 95% accuracy is achieved

when linear classifiers are adopted.

Kuhnigk et al. (2006) have done volumetric growth assessment of pulmonary le-

sions crucial to both lung cancer screening and oncological therapy monitoring. This

is an automated segmentation method that is based on morphological processing and

is suitable for both small and large lesions. It also addresses clinical challenges to

volume assessment such as variations in imaging protocol by introducing a method of

segmentation-based partial volume analysis (SPVA) that follows the segmentation pro-

cedure. Both systematic and absolute errors were shown to be reduced substantially by

the SPVA method. The method is especially successful in accounting for slice thick-

ness and reconstruction kernel variations, where the median error is more than halved

in comparison to the conventional approach.

De Nunzio et al. (2011) developed a fully automated and three-dimensional (3D)

segmentation method for identification of the pulmonary parenchyma in thorax X-ray

CT datasets. This is mainly designed as the preprocessing step in the CAD system for

malignant lung nodule detection that is being developed by the Medical Applications

in a Grid Infrastructure Connection (MAGIC-5) Project. Segmentation of the exter-

nal airways (trachea and bronchi), is obtained by 3D region growing with wavefront

simulation and suitable stop conditions, thus allowing an accurate handling of the lung

region. This algorithm is tested with LIDC / IDRI database and has produced segmenta-

tion accuracy of 96% with incorrect segmentation of external airways in the remaining

cases.

Choi and Choi (2012) developed an automated pulmonary nodule detection system

which can assist radiologists in detecting lung abnormalities at an early stage. They

have proposed a novel pulmonary nodule detection system based on a genetic pro-

gramming (GP) based classifier. The system works in three steps with segmentation

by thresholding method in the first step followed by optimal multiple thresholding and
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rule based pruning to detect and segment nodule candidates in the second step. Finally,

genetic programming based classifier is trained and used to classify nodules and non-

nodules. The performance of the system is evaluated using the Lung Image Database

Consortium database. It is found that this model reduces the number of false positives

in the candidate nodules, achieving a 94.1% sensitivity at 5.45 false positive rates per

scan.

A Computer-Aided Diagnosis system is developed by Suárez-Cuenca et al. (2009)

to detect pulmonary nodules on thin-slice helical computed tomography images. The

capability of an iris filter to discriminate between nodules and false-positive findings

is verified. Suspicious regions are characterized with features based on the iris filter

output, gray level and morphological features, extracted from the CT images. Func-

tions based on linear discriminant analysis (LDA) are used to reduce the number of

false-positives. The system is evaluated on CT scans containing 77 pulmonary nod-

ules. Results for a test set, evaluated with free-response receiver operating characteristic

(FROC) analysis has yielded a sensitivity of 80% at 7.7 false positive rate per scan.

Shen et al. (2017) investigated the problem of lung nodule malignancy suspicious-

ness (the likelihood of nodule malignancy) classification using thoracic CT images.

Their system has directly modeled raw nodule patches with an end-to-end machine

learning architecture for classifying lung nodule malignancy suspiciousness. A Multi-

crop Convolution Neural Network (MC-CNN) is developed to automatically extract

nodule salient information by employing a novel multi-crop pooling strategy which

crops different regions from convolution feature maps and then applies max-pooling at

different times. Accuracy of the system developed is found to be 70%.

A Computer-Aided Detection model is proposed by Setio et al. (2016) for pul-

monary nodules using multi-view convolution networks (ConvNets), for which discrim-

inative features are learned automatically from the training data. A collection of solid,

sub-solid and liquid nodules marked in the datasets are given as input to the network

in training phase. The proposed architecture comprises multiple streams of 2-D Con-

vNets, for which the outputs are combined using a dedicated fusion method to get the

final classification. Cropped regions of nodules are given as input in the training phase
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and testing phase. Hence this system is limited in capacity to classify the nodules into

solid, sub-solid and liquid.

(Zhou et al., 2006) proposed a classifier for Ground Glass Opacity detection in lung

CT images. They have proposed a model for segmentation of Ground Glass Nodules

(sub-solid nodules) by adopting the K-means classifier. The classifier performance is

boosted by measuring the euclidean distance between the nonparametric density esti-

mates of two regions. The selected regions are segmented by analyzing the 3D texture

likelihood map in the region.

Research has been carried out in segmenting and classification of nodules using

popular contour detection algorithms by Magdy et al. (2015); De Nunzio et al. (2011);

Van Rikxoort et al. (2009) and Choi and Choi (2012). There have been some works

in identifying the lung nodules by adopting neural networks or deep learning methods.

Some of the identified works in this field are summarized here. Nithila and Kumar

(2017) have developed a model for identifying the solitary nodules in given CT lung

images, using a swarm intelligence optimized neural network approach. Here lesions

are detected by applying region-based contour segmentation method. The output of

segmentation is given to back-propagation neural network which identifies the solitary

nodules. A multilevel convolution neural network is proposed by Setio et al. (2016) to

identify the features of nodules. However, the training and execution time taken in these

models are more and it also requires the knowledge of the nodule’s center location in

advance. This in turn relies on the manual segmentation process.

A multi-scale Convolution Neural Network (CNN) model has been developed by

Shen et al. (2015) only for feature extraction. Nodule patches are cropped and given

as input for the CNN model. Features extracted by CNN is combined with a state of

art method; SVM classifier for identifying the nodules. Though, this method gives an

accuracy of 85 %, the requirement of cropped nodule region as an input is a major lim-

itation of the model. Van Ginneken et al. (2015) have developed a model for detecting

nodules in CT scans. An existing CAD system developed by MeVis Medical Solutions

AG, Bremen, Germany has been considered to find the location of a nodule in lungs.

CNN features obtained from identified nodules are used in detecting the benign and
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malignant nodule.

A model has been developed by Kumar et al. (2015) which identifies lung nodule

based on deep features extracted from auto-encoder. The features are then classified

using a binary tree classifier. The overall accuracy of the model is found to be 75 %.

However, it does not specify the nodule type(benign or malignant), which is the main

limitation of the model.

Song et al. (2017) developed a deep learning model for the purpose of classification

of nodules. Deep features are learned by the model to distinguish between the benign

and malignant nodules. This model works with an accuracy of 65% but the model takes

more time to learn the features in the training phase which turns out to be a major limi-

tation. A hybrid CAD system is proposed by Teramoto et al. (2016) for identifying the

nodule region by adopting an active contour filter. False-positive images obtained are

reduced using an ensemble method by extracting shape features and features obtained

from Convolution Neural Network. Rule-based and SVM classifiers are used in the

final stage to classify the region as a nodule or a non-nodule.

Various existing deep convolution neural network architectures are studied and eval-

uated for thoraco-abdominal lymph node detection and interstitial lung disease classi-

fication by Hoo-Chang et al. (2016). They have tried to use the existing models like

U-net, Segnet, Google-net etc.. It is observed that the average accuracy of all the mod-

els is close to 60% in identifying the various lung interstitial diseases. The authors

Alam et al. (2019) developed a convolution neural network model for hyper-spectral

image classification where both spatial and spectral information along with conditional

random field algorithm are considered. They observed that for hyper-spectral images

adopting conditional random field algorithm produces much better results with less false

predictions. This algorithm tries to eliminate the false positives and false negatives by

adopting the graph partition technique which in-turn is explained in detail by Boykov

and Jolly (2001). Boykov and others developed an algorithm for segmenting the objects

or regions in an image by using the optimal graph cut method.

It has been observed from the literature that the existing systems are confined to one

task such as segmentation, feature selection etc.. However, there is a lack of an end to
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end automated CAD system for identifying the part-solid nodules in lung CT images.

Table 2.1 highlights the snap-short of various systems available in the literature till

date and their salient features. The pros and cons of each model have been briefly

described here. Moreover, the research gaps are identified and scopes for improvement

are analyzed from this comparative study. The next chapter introduces a CAD system

which addresses some of the setbacks of the existing models.
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Table 2.1 A bird’s eye view of the existing CAD systems

Sl. No. CAD systems Aim Method adopted Dataset Performance Limitations

1 Tan et al. (2011) solid nodule nodule enhancement 125 CT scans: sensitivity of advance stage

identification filters, divergence LIDC 87.5% at cancer

features 4 FP/scan identification

2 Messay et al. (2010) sub-solid nodule thresholding and 84 cases: sensitivity of More anatomical structures

identification morphological operation LIDC 82.6% at 3 FP/scan are detected

increasing the error

3 Murphy et al. (2009) sub-solid nodule shape index & curvedness 800 CT scans: Sensitivity of 80% vessel structure

identification features LIDC 4.2 FP/scan or fissures falsely

identified as nodule

4 Jacobs et al. (2011) sub-solid nodule intensity, texture 140 scans of sensitivity of 73% cropped nodule

feature selection, LIDC database at 1 FP/scan region is

Gentle-Boost classifier given as input

5 Magdy et al. (2015) normal lung & cancer lung Weiner filter & 166 scans sensitivity of 94% does not identify the

identification histogram analysis of LIDC database individual nodules

SVM, K-Means, Linear classifier
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Table 2.1 continued

6 Kuhnigk et al. (2006) segmentation segmentation-based selected scans of Segmentation accuracy identifies only solid

of solid pulmonary lesions partial volume analysis (SPVA) LIDC database of 91.4% lesions

7 Choi and Choi (2012) pulmonary nodule genetic programming 84 CT scans of sensitivity of 94.1% limited to nodule &

detection system based classifier LIDC database at 5.45 FP/scan non-nodule identification

8 Suárez-Cuenca et al. (2009) CAD system to detect iris filter is used 77 CT scans sensitivity of identifies only the

pulmonary nodules LIDC 80% at 7.7 FP/scan solid nodule

9 (Zhou et al., 2006) classifier for Ground thresholding by 600 scans of error rate concentrates on

Glass Opacity the intensity LIDC database of 3.7% segmenting

detection histogram analysis nodule regions

10 De Nunzio et al. (2011) pulmonary parenchyma Three-Dimensional (3D) ANODE09 images- 55 scans 0.96 of mean concentrates only

identification segmentation method LIDC database- 84 scans overlap degree on segmentation of

lungs & solid nodules

11 Shen et al. (2017) lung nodule multi-crop Convolution 1010 scans of classification Input: cropped nodule

malignancy identification Neural Network LIDC database accuracy of 85% patches
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Table 2.1 continued

12 Setio et al. (2016) multi-view convolution discriminative features 888 scans of sensitivity of only classification

networks (ConvNets) from training set LIDC database 85.4% at 5 FP/scan of soild & sub-solid

13 Nithila and Kumar (2017) solitary nodules swarm intelligence LIDC-IDRI & accuracy: 98% for solid knowledge of the

identification optimized neural SPIE-AAPM nodules, 97% for part-solid, nodule’s center

network database 97% for liquid nodule location in advance

14 Song et al. (2017) classification of Deep learning LUNA16 dataset & Accuracy: 65% more time needed

nodules as benign architecture DSB dataset feature learning

& malignant phase

15 Teramoto et al. (2016) nodule and non-nodule active counter filter 104 PET/CT images 90.1%, with segregates nodule

region identification & features from from random 4.9 FPs/case & non-nodule region

CNN model screening programs

16 Hoo-Chang et al. (2016) lung disease Alex-nett LIDC & Alex-net: 53% accuracy only distinguishes

identification Google-net NELSON dataset Google-net:79% accuracy between normal

& abnormal lung
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CHAPTER 3

Pipeline Approach for Identifying the Lung
Nodules in CT Images

3.1 Introduction

The images collected through CT scans need to be systematically processed to identify

sub-solid nodules. The raw images also contain information that are not relevant to the

present study. They are referred to as noise and need to be reduced as it hinders the

analysis and diagnosis of the image data. After denoising, the image data is further

analyzed to mark the nodule regions. The sub-solid nodules are then identified from

these already marked nodules. The entire process of identifying the sub-solid nodules

from raw images follows a well defined procedure. The methodology adopted for iden-

tification of sub-solid nodules is explained in this chapter.

The method adopted in the present analysis comprises of two phases. In the first

phase, the process involves removal of noise in the lung CT images, followed by iden-

tification of Region Of Interest (ROI) and its segmentation in the given set of images.

Appropriate features are identified and accordingly ROI is classified into nodules and

non-nodules. The second phase involves analysis of already identified nodule regions

leading to the separation of sub-solid nodules. For the purpose, more features related

to sub-solid nodules are identified by extracting the Histogram of Gradients (HoG) fea-

tures. These extracted features are again given as input to the state-of-art classifiers to

separate sub-solid and solid nodules. The reliability of the proposed system is substan-

tiated by analyzing the results. The proposed model described in the form of a block

diagram is given in Figure 3.1.
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Figure 3.1 Block diagram of the proposed system

3.2 Phase I

3.2.1 Data Preprocessing
3.2.1.1 Image Noise

Noise is an integral part of data. Unwanted and unknown modifications that a signal

might suffer during capture, storage, transmission, processing or conversion are termed

26



as noise. Presence of noise in images distorts the image data and is bound to hamper the

analysis of data leading to inaccurate segmentation of regions, which ultimately reduces

the accuracy and reliability of the system thus developed. Thus, the image denoising

serves as an important preprocessing activity to ensure a proper analysis of the data and

it’s subsequent diagnosis.

Noise is classified by its statistical properties. The noise present in the data is gen-

erally additive or multiplicative with the data. As the name indicates, the additive noise

gets added to the data and they are independent of the data whereas, multiplicative noise

gets multiplied with the data, therefore it is data-dependent, as the high intensity regions

are affected more by the noise. U0 =U +n, and U0 =U ∗n, represents the additive and

multiplicative degradation models respectively, where U and U0 denotes original and

observed images, respectively and n is the noise (a random variable following a specific

or mixed distribution(s)). The data-dependent nature of the noise makes the restoration

process more tedious.

3.2.1.2 Analysis of Noise

Many of the medical images are observed to be distorted by noise intervention and fur-

ther the noise being a random variable, its distribution function follows one of the prob-

ability distribution functions such as Gamma, Poison, Gaussian and Rayleigh (Gravel

et al., 2004).

In most of the studies, the noise distribution is assumed prior to the analysis phase.

However, a prior assumption of the noise distribution results in low performance of the

pre-processing system. Therefore, an automated noise analysis is done in this thesis

work to identify the noise distribution from given input images. This prior knowledge

about the noise distribution helps in the design of appropriate restoration models to

process the data more efficiently. A large number of noisy input images are considered

for the analysis. Low oscillatory regions referred to as constant / homogeneous intensity

region from the input data are extracted. The variation in these regions are generally

due to noise, as the data is less oscillatory. The Probability Density Function (PDF)

of the distribution evaluated from the histogram of such regions gives the approximate

distribution of the noise. It is observed that the distribution follows a Gamma law from
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the experiments conducted on the input dataset.

To analyze the distribution empirically, an assumption is made about the noise dis-

tribution and tested for the viability of the assumption. For instance it is assumed that

the noise follows a Gamma distribution, then the noise parameters are the shape (k) and

scale (σ ). These parameters are to be estimated from the input data using Maximum

Likelihood Estimator (MLE) approach. Once the parameters are estimated, then the

next step is to analyze the divergence of the distributions (i.e. the one which is assumed

and the one which is estimated adaptively). This is done using a curve fitting and diver-

gence of the probability distribution function. Furthermore, a plot of the PDF (derived

using the histogram) of the selected region and its estimated PDF (from the parameters)

are shown in Figure 3.2.

It is observed that the plot of the data from the estimated parameters fits well to the

plot of the distribution from the raw data. Therefore, it can be concluded that the noise

in these data sets more likely follow a Gamma distribution, the details follow.

Different homogeneous intensity regions in a lung CT image are presented in Figure

3.2(a). Yellow and Green colors indicate two different homogeneous regions selected

for the analysis. The PDF of the intensity distribution of yellow colored region (derived

using the histogram of the region) fitted with Gamma curve using the estimated param-

eters such as shape (2.23) and scale (0.0563) is presented in Figure 3.2(b). Similarly the

PDF of the green colored region (derived using the histogram of the region) fitted with

Gamma curve derived using the estimated parameters shape (2.276) and scale (0.076)

is presented in 3.2(c).

Gamma Noise: Gamma noise is generally seen in the laser images. Probability

density function for the gamma noise is given as follows,

PD(g) =


abgb−1e−ag

(b−1)! for g≥ 0

0 for g≤ 0
(3.2.1)

where, a and b are gray values, µ = b
a and variance σ2 = b

a2 . The distribution plot

of Gamma curve is given in Figure 3.3.
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(a)

(b) (c)

Figure 3.2 (a). Lung CT image showing homogeneous intensity regions marked in
yellow and green colors; (b) & (c) PDF plots of Gamma curve fitting.

Figure 3.3 Plot of the Gamma distribution
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As already pointed out a quantitative analysis to substantiate the nature of the dis-

tribution is carried out using Kullback-Leibler (KL) divergence. It explains how one

probability distribution diverges from the other one. Typically a zero KL divergence

indicates that the distributions are pretty close to each other. The KL divergence for

two distributions P and Q of a continuous random variable is,

DKL(P,Q) =
∫

∞

−∞

p(x) log
p(x)
q(x)

dx, (3.2.2)

where p and q are the densities of P and Q respectively. The KL divergence for each

of these region is evaluated and tabulated in Table 3.1.

Table 3.1 KL divergence for different regions considered in Figure 3.2(a)

Regions KL divergence values

Red 0.0876

Blue 0.0324

It can be observed from Table 3.1 that the values of KL divergence are closer to

zero indicating the divergence from one distribution to the other is very less. Hence,

as assumed in the beginning of the analysis phase, it can be concluded that the Gamma

noise is present in the input image.

It can be seen from literature that variety of filters or combination of filters are exten-

sively used for denoising of nodular images. Magdy et al. (2015) adopted wiener filter

to remove noise while preserving the edges and fine details of the images. Combination

of wiener filter and median filter is also used for denoising images.

Since the noise follows gamma law, it is source-dependent and multiplicative in

nature. Hence, general methods designed for reducing data-independent noise (like

white noise) do not perform well in case of data-correlated distribution. Considering the

data-correlated nature of the noise as well as the need for analyzing the distribution, a

Non-Local Total Variation Minimization (NLTV) model is derived using the Maximum

A Posteriori (MAP) estimator for gamma distributed noise, adopting the concepts from

Aubert Aujol (AA) method (Aubert and Aujol, 2008). The same is considered in the

present study.

30



3.2.1.3 Aubort Aujol model

(Aubert and Aujol, 2008) proposed a model (AA model) for multiplicative gamma noise

where data fitting term is derived based on the MAP estimator and a diffusion term from

TV regularization algorithm. It is derived as an unconstrained minimization problem.

The diffusion term in this model is considered to be convex for all values of U

though not strictly so. However, the reactive term is conditionally convex, the condition

for convexity being 0 <U < 2U0 , where U and U0 follows the earlier definition. There-

fore, the model is not strictly convex. Hence an unique solution cannot be derived for

this model and also the sequence may not converge in the space of Bounded Variations

(BV) provided the image U satisfy the above mentioned condition.

MAP estimator

Consider a multiplicative noise degradation model,

U0 = (KU)n, (3.2.3)

where, U is the original input image, n represents noise, K denotes the linear blurring

operator and U0 represents the resultant image after adding noise. Further, assume that

n follows a Gamma law with mean 1(Aubert and Aujol, 2008) which is obtained by,

hN(n) =
LL

Γ(L)
nL−1e−Ln1{n≥ 0}. (3.2.4)

After computation the following equation is obtained,

hF |U(U0|U) =
LL

U lΓ(L)
UL−1

0 e(−LU0)/U . (3.2.5)

It is also assumed that U follows a Gibbs prior,

hU(U) =
1
C

exp(−λφ(U)), (3.2.6)

where, φ represents a non-negative given function, and C denores a normalizing con-

stant. The aim is to maximize p(U |F), where, U represents the original image, F

represents the noisy image p denotes the probability. Maximizing p(U |F) leads to clas-

sical MAP estimator.

From the Bayes rule,

p(U |F) =
p(F |U)p(U)

p(F)
. (3.2.7)
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Maximizing p(U |F) amounts to minimizing the log-likelihood,

− log(p(U |F)) =−log(p(F |U))− log(p(U))+ log(p(F)). (3.2.8)

The given image is discretized and the following functional is used to restore the given

image from gamma corrupted noise.∫ (
log(KU)+

U0

KU

)
+

λ

2

∫
φ(U)dx. (3.2.9)

The corresponding energy minimization problem is given as,

min
U

{
E(U) =

∫
Ω

|∇U |dxdy+λ

∫
Ω

(log(KU)+
U0

KU
)dxdy

}
. (3.2.10)

Its Euler Lagrange equation is,

−∇.

(
∇U
|∇U |

)
+λK∗

(
KU−U0

(KU)2

)
= 0. (3.2.11)

The gradient descent solution for Equation (3.2.10) is given as,

ut = div

(
∇U√
|∇U |2 +β

)
+λK∗

(
U0−KU
(KU)2

)
, (3.2.12)

where, λ > 0 is the Lagrange multiplier and K is the linear blurring operator. By mul-

tiplying Equation (3.2.12) by K∗(U0−KU), the value of λ is obtained and is given

as,

λ =− 1
σ2

∫
Ω

(
∇U√
|∇U |2 +β

)
.∇K∗(U0−KU)dxdy. (3.2.13)

3.2.1.4 Non Local Total variation

A total variation (TV) regularization under non-local framework (Gilboa and Osher,

2008) for additive Gaussian noise can be stated as,

min
U
{‖∇NLU‖+λ‖U−U0‖2

2}, (3.2.14)

where, U and U0 represent the original and noisy images respectively, λ is a regulariza-

tion parameter, and ‖.‖ represent the TV norm. The above model takes the following

form under a gamma distributed noise set-up (derived through a MAP estimator pro-

cess).

min
U

{∫
Ω

(
‖∇NLKU‖+λ logKU +

U0

KU

)
dxdy

}
. (3.2.15)

Assuming the linearity and spatial invariance of the operator K, we use a linear convo-

lution operation with a kernel k. Therefore, KU is implemented as k ∗U where ∗ is the

convolution operator and k is a linear convolution kernel. A Gaussian kernel is used in
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place of k, i.e. k(x,y) = (1/2∗π ∗σ2)∗ exp(−(x.2 + y.2)/2∗σ2). The Non-Local gra-

dient of a function U : Ω−→ R, for a pair of points or pixels (x,y) ∈ Ω×Ω is defined

as,

∇NLU(x,y) = (U(y)−U(x))
√

w(x,y) : Ω×Ω−→ R, (3.2.16)

where, w(x,y) defines the weight of edge between x and y. It is assumed that the w :

Ω×Ω−→ R is symmetric, i.e, w(x,y) = w(y,x).

Therefore norm of the Non-Local gradient is defined as,

|∇NLU |(x,y) =
√∫

Ω

(U(y)−U(x))2w(x,y)dy : Ω−→ R. (3.2.17)

The projection scheme proposed in Chambolle (2004) is adopted for numerically

solving the above mentioned functional as most of the explicit schemes converge very

slowly. The projection based method converges faster than the explicit scheme. The

sample original Lung CT images considered in the present discussion are given in Fig-

ure 3.4. The results of each step starting from denoising till identification of sub-solid

nodules are discussed using these sample images henceforth.

Denoised images obtained by adopting NLTV method for Gamma distribution are

presented in Figure 3.5. It is observed that method adopted removes noise giving ac-

ceptable results by preserving fine details, edges and texture, in the data sets used for

the present study.

Quality of the denoised images are measured using the metrics called Peak Signal

to Noise Ratio (PSNR) and Structural Similarity Measure (SSIM). PSNR is defined as

a ratio between signal power and noise power. The SSIM indicates the structure and

contrast preservation ability of the model under consideration.

PSNR value is defined using Mean Square Error (MSE) as follows,

MSE =
1

mn

m−1

∑
x=0

n−1

∑
y=0

(U(x,y)−U0(x,y))2, (3.2.18)

where, U and U0 represents the original and noisy image respectively and m,n repre-

sents the size of the matrix.
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(a) (b)

(c) (d)

Figure 3.4 (a) and (b) are sample Lung CT image from I-ELCAP database, (c) and (d)
are sample Lung CT image from LIDC / IDRI database.

The PSNR (in dB) is defined as,

PSNR = 10.log10
MAX2

U
MSE

, (3.2.19)

where MAXu is the maximum possible pixel value of the image.

SSIM values obtained are in the range 0 and 1, where 0 and 1 indicates the low and

ideal structure preservation capabilities, respectively. It is evaluated by partitioning the

image into overlapping windows. The measure between two windows x1 and x2 of size

N×N is

SSIM(x1,x2) =
(2µx1µx2 +C1)(2σx1x2 +C2)

(µ2
x1 +µ2

x2 +C1)(σ
2
x1 +σ2

x2 +C2)
, (3.2.20)

where, µx1 and µx2 represent the average values of windows x1 and x2 respectively.
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(a) (b)

(c) (d)

Figure 3.5 Denoised images (a), (b), (c) and (d) using NLTV

σx1 and σx2 represent the variance of windows x1 and x2 respectively. σx1x2 is the

covariance of x1 and x2, C1 and C2 are constants.

A higher value of PSNR indicates that the noise is removed effectively and a higher

value for SSIM denotes the structure preserving capability of the model in general. The

PSNR values and SSIM values obtained for the considered sample images are given in

Table 3.2.
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Table 3.2 Computed PSNR and SSIM values

Images PSNR value SSIM

(in dB)

Image (a) 23.0 0.83

Image (b) 25.0 0.81

Image (c) 22.5 0.86

Image (d) 22.8 0.79

3.2.2 Segmentation

Segmentation is a process of dividing a given image into groups of pixels called seg-

ments. A label is assigned to each pixel such that each pixel having the same label have

similar properties. This will help in segregating the required region of interest which

in turn helps in identifying the objects present in an image. Region of interest in this

model pertains to nodules. Detecting nodules in the preprocessed images is achieved

by segmentation process. Segmenting the objects, makes it easier to identify region of

interest and locate tumor, lesion and other abnormalities.

Various segmentation algorithms are available for identifying the objects or regions

in a given scenario. Widely used ones are thresholding methods, edge detection meth-

ods and graph partition approach. Region of interests that need to be identified in this

study are the nodules present in lung CT images. These nodules have irregular shape

and are small in size. There are some automatic segmentation algorithms developed

for identifying the nodules in the given lung CT images (Magdy et al., 2015; Kuhnigk

et al., 2006). These algorithms increase the false positives (falsely identified nodule

regions). Hence, level set methods that are commonly used for the purpose of segmen-

tation of objects in images that have more irregularities are considered here. The model

proposed by Chan and Vese (2001) is widely used for segmenting images with hazy

and indistinguishable boundaries. It is an active contour model which is derived from

Mumford and Shah (1989) technique and the level set formulation.

Chan-Vese Model

An active contour based model introduced by Chan and Vese (2001) is considered here

to segment the region of interest as it is found suitable for segmenting images which
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does not have proper edge details. Mumford and Shah (1989) approximate the image

U by a piecewise-smooth function f as the solution of the minimization problem. The

Mumford-Shah functional is written as,

argmax
U,C

µLength(C)+λ

∫
Ω

( f (x)−U(x))2dx+
∫

Ω\C
|OU(x)|2dx, (3.2.21)

where C is edge set curve and U may be discontinuous. The equation has three terms.

First term defines the regularity in C, second term makes U to be closer to f (x) and last

term makes sure that U is differentiable on Ω\C. The edge set C is encouraged to select

the segmentation boundary by the Mumford-shah approximation model. Chan-Vese

model is derived from Mumford-Shah model where an additional term representing the

enclosed area is considered.

Further simplification is achieved by allowing U (the image function) to take two

values,

U(x) =

d1 where x is inside C,

d2 where x is outside C.

where C depicts the closed set boundary, the values of U inside and outside C are given

by d1 and d2 respectively. The level set method is adopted to find the solution for C.

The level set function φ(.) is defined as follows,


On C : {φ(x) = 0}

inside(C) : {φ(x)> 0}

outside(C) : {φ(x)< 0}

(3.2.22)

As the topology changes, contour can split and merge simultaneously. This method

helps in defining several boundaries simultaneously. Here the initial contour is defined

in a checker board shape since it is observed to converge fast and is given as,

φ(x) = sin(
π

5
x1)sin(

π

5
y). (3.2.23)

The energy functional for the formula stated above is given as,
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E(d1,d2,φ) =λ1

n

∑
i=1

(U(x)−d1(x))2H(φ(x))+

λ2

n

∑
i=1

(U(x)−d2(x))2(1−H(φ(x))),
(3.2.24)

where, C is the contour, φ(.) denotes the level set function of the contour, H is the

Heaviside function, d1(xi) is the average intensity value inside the curve, and d2(xi) is

the average intensity value outside the curve.

Heaviside function is a discontinous function whose values are zero for negative

arguments and one for positive arguments. Average intensities inside and outside the

curve d1(xi) and d2(xi) are defined as,

d1(x) =
∑Ω gk(x− y)(U(y)H(φ(y)))

∑Ω gk(x− y)H(φ(y))
and, (3.2.25)

d2(x) =
∑Ω gk(x− y)(U(y)(1−H(φ(y))))

∑Ω gk(x− y)(1−H(φ(y)))
, (3.2.26)

where, U(y) is the Intensity value at y, gk is the Gaussian kernel function, and gk(x−y)

denote the weight assigned to each intensity.

Results of segmentation process carried out using local region based Chan-Vese

model are presented in Figure 3.6. It is observed that the method employed herein

has identified all the contours in the image (marked in green color). The structure is

defined precisely explaining the suitability of the method for segmentation of ROI in

lung CT scans. The identified edges are marked in green color and the regions are

segmented accordingly. The contours of small regions are also identified which negates

the chances of leaving any region in the given lung image. Checker board shape of the

initial contours for segmentation helps in identifying the edge-contours in less number

of iterations. The approximate number of iterations that the algorithm takes to complete

the execution is 160 which in turn reduces the execution time of the algorithm and it

amounts to an average of one and half minutes.
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(a) (b)

(c) (d)

Figure 3.6 Segmented lung images (a), (b), (c) and (d) using Chan-Vese Segmentation
method.

3.2.2.1 Segmentation accuracy

The success of developed CAD system depends on the accuracy of segmentation of CT

images. It is a crucial step in accurate identification of the nodules. For the purpose,

Jaccard Similarity Coefficient, Jaccard Distance and Hausdroff distance are considered.

The segmented images and annotated raw images from the data set are used for finding

the segmentation accuracy. If both the annotated and segmented images overlap per-

fectly then segmentation is assumed to be 100% accurate which is an ideal case and is

referred to as a perfect segmentation.
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Jaccard similarity coefficient:

Similarity and dissimilarity of the given sample is measured with this metric. If R and

S are two sets then Jaccard coefficient is expressed as,

Jaccard(R,S) =
|R∩S|
|R∪S|

. (3.2.27)

Here |R| represents the cardinal of set R.

Jaccard distance:

It finds the dissimilarity between two sets. It is expressed as,

dJ(R,S) = 1− Jaccard(R,S). (3.2.28)

Hausdorff Distance:

This metric is commonly used for finding shape similarity. The distance measures

should ideally yield zero so as to establish the similarity.

Table 3.3 Segmentation Accuracy Results

Segmented Jaccard Coefficient Jaccard Hausdorff
Images (percentage) Distance Distance
Image (a) 97 0.03 0.0031
Image (b) 96 0.04 0.0020
Image (c) 97 0.03 0.0026
Image (d) 98 0.02 0.0014

The three measures namely Jaccard Coefficient, Jaccard distance and Hausdorff

distance for the segmented images of lung CT scans and the annotated images are shown

in Table 3.3. It can be observed that Jaccard coefficient values for Image 1 and Image

2 are 97% and 96% respectively, indicating a perfect similarity between the segmented

image 1 and its annotated raw image. Further, Jaccard distance being less than 5% for

both the segmented images, the dissimilarity between the two sets are near zero. The

Hausdorff distance measured in the two images are in the order of 0.003 and 0.002.

This shows very clearly that there is very high shape similarity between two sets. Thus

the results indicate that the segmentation of CT images have been achieved and there

is near perfect accuracy in the segmentation process. This shows that the CAD system

developed till this stage has yielded reliable results.
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3.2.2.2 Morphological Operation

The shape and size of the lung nodules are important morphological features which

facilitates the identification of nodule region in CT images. These operations are carried

out for establishing more clarity and perfection in the observed lung nodule region.

Morphological operation is a set of non linear operations which relates itself to

shape features in the image. Most of the imperfections in the image are removed and

structures are more resolved by morphological processing. The task of removing these

imperfections are handled by two fundamental composite operators. These operators

combine similar featured areas and remove small holes present in the image with the

help of a structuring element. Structuring elements are the probing masks used to mod-

ify the morphology of the objects present in an image. Shape and size are the two

characteristics related to it. Structuring element is a small matrix of pixels. This matrix

is made up of zeros and ones. The arrangement of the zeros and ones specifies the shape

of the structuring element. The dimension of matrix specifies the size of the structuring

element.

The two fundamental morphology operators are erosion and dilation. Erosion,

erodes away the boundaries of foreground pixels, usually the white pixels. Thus ar-

eas of foreground pixels shrink in size, and "holes" within those areas become larger.

Dilation enlarges the areas of foreground pixels (i.e. white pixels) at their borders. The

areas of foreground pixels thus grow in size, while the background "holes" within them

shrink. The composite morphological operators named open and close filters are de-

rived from erosion and dilation operators by combining them. Opening of set A by set

B is achieved by first eroding the set A by B, then dilating the resulting set by B. Simi-

larly, the closing of set A by set B is achieved by first dilating set A by B, then eroding

the resulting set by B.

Jacobs et al. (2014) observed that a disc structuring element of 4×4 pixel is found

to give nodule size of 10-30 mm diameter since the standard nodule size is said to be in

the range of 10-30 mm. Accordingly, in this study "open" filter followed by "dilation"

operation is adopted to make the segmented areas more clearly visible. Small unwanted
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regions are removed by merging them to background and the object boundary is made to

look more clear merging the pixels to the foreground area. This increases the visibility

of the segmented areas and removes spurious holes and unwanted connections which

affect the classification process adversely.

The results obtained are presented in Figure 3.7 and zoomed in portions are shown

in Figure 3.8. It is observed that very small regions identified in the segmentation

process, are eliminated by making them to merge with the background. This also makes

the system less complex by reducing the number of regions to be processed in further

process. A few more results are shown in Figure 3.9.

(a) (b)

Figure 3.7 Morphological Operation Results of image (a) and (b)

Similar more zoomed in portions of the images considered are shown in Figure 3.9.

3.2.3 Feature Extraction

The regions identified in segmentation process need to be classified as nodule or non-

nodule. In order to do so, appropriate features of nodule region are to be identified and

extracted. With the help of these features, classification models predict the class labels.

The classifier output determines the possibility of a given structure being a nodule or

non-nodule. Generally, features such as intensity, texture, shape and context feature
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(a) (b)

Figure 3.8 (a) Region of interest identified, (b) Zoomed in portion of image (a) showing
the region of interest

of an image play a predominant role in classification of segmented ROI (Jacobs et al.,

2014). The same have been considered to define the lung nodules. But it is observed

that false positives indicating misclassification of nodules and non-nodules are more if

only these features are considered. Hence more number of sophisticated features have

been incorporated to improve the accuracy of prediction.

(Chen et al., 2012) have observed that first-order and second-order statistical prop-

erties give relevant and distinguishable features without involving any computational

transformations in general standard images such as Lena, Cameraman etc.. Further,

it is also observed that Gray Level Covariance Matrix (GLCM) performs well com-

pared to other statistical measures in homogeneous images (Soh and Tsatsoulis, 1999).

Hence, in the present study second order statistical measures are considered as it allows

to use pixel neighborhood relationship in an image.

GLCM is created from a gray-scale image. It calculates how often a pixel with gray

level value of i occurs whether horizontally, vertically or diagonally to adjacent pixel

with value j. p(i, j) is the probability of finding the relationship of (i, j) or ( j, i). The

sixteen statistical properties generated from GLCM of an image given in Table 3.4 are

considered as features for further process.

The details of features used in GLCM are given in Table 3.5. However, it may not
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(a) (b)

(c) (d)

(e) (f)

Figure 3.9 Zoomed in portions of the morphological operation results
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Table 3.4 GLCM Features

Autocorrelation Contrast

Correlation Dissimilarity

Cluster Prominence Cluster shade

Energy Entropy

Homogeneity Sum average

Maximum Probability Sum entropy

Sum of Squares (Variance) Inverse difference

Difference entropy Difference Variance

Information measure of correlation Inverse Difference normalized

be necessary to consider all the features for further analysis. Some of them may not

be relevant. They may depend on some other feature or may overlap. It is most likely

that considering all the features may result in unreliable result. Hence, it is important

to choose significant features from an image. For the purpose, Principal Component

Analysis (PCA) algorithm has been employed in the current study.

3.2.4 Feature Selection

Principal Component Analysis (PCA) is adopted for selecting the relevant features from

already identified feature set. A square symmetric covariance matrix is formed from

the features and an Eigen value decomposition is performed. Let A be a m× n matrix

whose columns are formed by the feature vectors and n denotes the dimensionality of

the features and m the number. A square symmetric covariance matrix is obtained by

multiplying A (centered by subtracting out the mean) with its transpose.

PCA = B = (A−µ)(A−µ)T (3.2.29)

where µ is the mean vector whose entries are the mean of the feature vectors. The

matrix B is a square symmetric covariance matrix, whose Eigen values are real and

positive. Moreover, the Eigen vectors corresponding to distinct Eigen values are linearly

independent. Therefore, n such eigen vectors span a n dimensional space, hence they

are basis vectors.
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Table 3.5 Computation of Gray Level Covariance Matrix (GLCM) Features

Feature identified Formula

Contrast ∑
m
x=0 ∑

n
j=0(i− j)2 p(i, j)

Homogeneity ∑
n
i, j

p(i, j)
1+|i− j|

Area ∑i, j f (i, j)

Mean µx = ∑i ∑ j ip(i, j)

µy = ∑ j ∑ j jp(i, j)

Sum Average ∑i ∑ j(i−µ)p(i, j)

Sum of Squares ∑i ∑ j(i−µ)2 p(i, j)

Correlation ∑i ∑ j p(i, j) (i−µx)( j−µy)
σxσy

Angular Second Moment(ASM) ∑i ∑ j p(i, j)2

Energy
√

ASM

Inverse Difference Moment ∑i ∑ j
1

1+(i− j)2 p(i, j)

Entropy −∑i ∑ j p(i, j)log(p(i, j))

Equivalent Diameter
√

4∗Area√
Π

Degree of Asymmetry ∑i ∑ j(i− j)3 p(i, j)

Kurtosis(Relative Peak) ∑i ∑ j(i− j)4 p(i, j)

Perimeter Distance between neighboring pair of pixel along the border

Eccentricity MinorAxisLength
Ma jorAxisLength
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Eigen decomposition of B is computed as,

O,S,V = Eig(B), (3.2.30)

where, O represent the Eigen vectors of B(column vectors), S represent the Eigen vec-

tors of B(row vectors), and V represent the Eigen values. The matrix S is a diagonal ma-

trix which contains the Eigen values. The obtained Eigen Values are sorted in ascending

order along with the corresponding Eigen vectors O and the vectors corresponding to

small Eigen values are discarded as they do not contribute much significantly to the

analysis. A set of new basis vectors is formed from the chosen k Eigen vectors corre-

sponding to the highest k Eigen values which creates a space spanned by the principal

components. Any input vector is projected on the newly created basis to form a new

vector whose dimension is reduced to k.

The Eigen value thus obtained are arranged in the decreasing order and also the

corresponding Eigen vectors. The Eigen vectors so formed give a new feature space.

The features pertaining to the nodules are given by the first few Eigen values which are

significant. The feature vectors or the Eigen vectors are selected by using the dominant

Eigen values. To decide upon the selection of the number of vectors, the following

method has been used.

The ordered Eigen values are plotted against the corresponding eigen vectors as

shown in Fig. 3.10. The number of features to be selected is described by the area under

the curve. The number that covers 90% of the area under the curve is chosen empirically

to generate the new feature space. Only that many feature vectors are preserved while

the others are omitted as they are not much significant for the study.

From the curve presented in Figure 3.10, it can be observed that considering a sym-

metric Gaussian distribution with standard deviation σ , 3σ values from the origin cov-

ers more than ninety percent area under the curve. It clearly shows that identification

of nodules can be clearly done with the help of first three Eigen vectors corresponding

to the high Eigen values. Accordingly, the first three features are found to play the

prominent role in identifying the nodules. Hence these features are taken as input for

identifying the nodules in the classification model.
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Figure 3.10 Plot of Eigen values versus Eigen vectors

3.2.5 Classification of Nodules and Non-nodules

Selection of relevant features in the nodule region based on their statistical properties

form the basis for classification of the nodules. Classification process assigns the class

labels for similar kind of data. Classification algorithms are of two types, supervised

and unsupervised.

Supervised classifiers predict the output based on already available training samples

(sample classes). Classification will be more accurate in this case since the sample

classes are used by the algorithm. In case of unsupervised classification, no sample

classes are available. These algorithms group the similar pixels together and labels

them as a class.

Classes in the present analysis concentrates only on the nodules and non nodules

in lung CT images. Hence there are two class labels. Support Vector Machine (SVM),

Fuzzy C Means and Random Forest algorithms have been considered for classifying the

regions as nodules and non nodules. SVM algorithm and Random Forest algorithms are

supervised classifiers which are dependent on training samples. Fuzzy C Means algo-

rithm is an unsupervised algorithm where the similar pixels are grouped using Euclidean

distance function.
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Support Vector Machine (SVM)

SVM is one of the supervised classification techniques which perform classification

tasks by constructing hyperplanes in a multidimensional space that separates cases of

different class labels (Guenther and Schonlau, 2016). SVMs are capable for classify-

ing linearly separable data. However, they are made to handle non-linearly separable

data by taking the data to higher dimensions in which they are linearly separable. Kernel

based SVMs are used for the purpose. Kernels can be linear, polynomial or Radial Basis

Function (RBF). Radial basis function kernel is considered in this study for predicting

the class labels as nodules and non-nodules.

Radial basis function kernel K for a given data r and each support vector r′ is given

as,

K(r,r′) = exp(−‖r− r′‖2

2σ2 ) (3.2.31)

Since SVM is supervised classification model, it relies on training samples. Training

sample is a set of images in which the input data and the required output data are known

beforehand. In this case, the nodule and non-nodule regions marked as two class labels

are known. Training dataset is a collection of marked nodule and non-nodule regions in

the lung CT images. Using these images the algorithm learns and predicts the output in

the test data. Test data is set of images given as input to the system for identifying the

region of interest.

A random set of 450 images is considered in this study. 150 randomly selected

images are used as training data set where the regions of nodule and non-nodule are

demarcated. Proving the consistency of the prediction model, is an important step in the

study. For this purpose, the total test data considered for analysis is randomly grouped

into three sets of 120, 160 and 200 images each with known number of nodules and

non-nodules which are given in Table 3.6.

For each set of images four values are obtained as output (Table 3.6). They are True

Positive (TP), True Negative (TN), False Positive (FP) and False Negative (FN). These

values are the outcome of the prediction done by the algorithm and together when they

are arranged in the form of a matrix they are called confusion matrix. If the sample and

the predicted output are positive then it is called as true positive. Similarly, if the sample
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Table 3.6 Classification results of SVM

Number of Images True True False False

Positive Negative Positive Negative

120 (40 Nodule,80 Non Nodule) 38 77 3 2

160 (86 Nodule,74 Non Nodule) 82 70 4 4

200 (115 Nodule,85 Non Nodule) 109 80 5 6

considered is negative and output predicted is negative then it is true negative. But, if

the sample considered is positive and the predicted output is negative then it is termed

as false negative. Similarity, if the sample is negative and predicted output is positive

it’s called as false positive. Performance of the system is evaluated by using these

four parameters. An accurate system should always have less number of false positives

and false negatives (false predictions). Hence, these values are used to calculate the

accuracy and reliability of the system.

From predicted output of SVM algorithm given in the Table 3.6, it is observed that

irrespective of the groups considered, the false prediction is minimum i.e. false positives

and false negatives in all the case is in the order of 0.05%. This clearly depicts that

number of images considered does not form the criteria for the analysis.

The efficiency of the system is tested by computing the measures such as accuracy,

precision, recall, specificity, error rate, f-measure etc. for images in the training set.

Accuracy is a ratio of correctly predicted samples to the total available samples.

Precision value indicates correctly identified samples from the actual labeled samples.

Hence, a high precision value indicates low false predictions which in-turn makes the

system reliable.

The existence of actual labeling for the predicted samples is measured by the param-

eter recall. Hence, the recall value should be high and it indicates the system sensitivity.

Specificity is a measure which identifies the true negatives as true negatives itself. For

an accurate system the value of specificity should be high. Error rate defines the fre-

quency of error occurred by the system while making the prediction. F-measure is the

weighted average of both precision and recall measures. If there exists an uneven class

distribution then f-measure is used to get a balance between precision and recall metrics.

50



The expressions for computing these parameters are given in Table 3.7. Table 3.8

presents the computed values for these parameters.

Table 3.7 Accuracy Measures

Accuracy= T P+T N
(T P+T N+FP+FN) Precision (P)= T P

(T P+FP)

Recall(Sensitivity) (R)= T P
(T P+FN) Specificity= T N

(T N+FP)

Error Rate= FP+FN
(T P+T N+FP+FN) F-Measure= 2∗(P∗R)

(P+R)

where, TP denotes the True Positives, TN denote the True Negatives, FP and FN

denotes False Positives and False Negatives respectively.

The results of performance analysis for SVM algorithm computed using the values

obtained in Table 3.6 are given in Table 3.8. It can be observed from the Table 3.8 that

average accuracy is in the order of 95% for all the three image sets considered. It clearly

shows that 95% of the total samples considered have shown the correct prediction in all

the three sets. Average specificity value is in the order of 94% which indicates that 94%

of the true negatives are correctly identified as true negative itself. Recall value is in the

order of 95% which clearly shows that the sensitivity of the system is high.

The average precision value is 94%. This shows that false prediction is only in the

order of 6% showing high reliability of the system. Prediction error is less than 5%

which indicates the system is reliable and less prone to errors. The weighted average of

both precision and recall measures is again 94%.

Thus the performance analysis of the SVM classification clearly indicates that the

system developed is reliable and efficient. K-cross validation is done for 200 (115

nodules, 85 non-nodules) images with k-value set to 10.

Further, the system performance can also be verified by plotting Receiver-Operating

Characteristics (ROC) curve. It is a graphical plot of true positive rate versus false

positive rate, the relationship between the sensitivity and specificity. The Area Under

the ROC Curve (AUC) depicts the overall measure of specificity and sensitivity. The

51



Table 3.8 Performance analysis of SVM classification method

Number of Accuracy Precision Recall Specificity Error-Rate F-measure

Images (percent)

120 (40 Nodule, 80 Non Nodule) 95 0.92 0.95 0.96 0.04 0.93

160 (86 Nodule,74 Non Nodule) 95 0.95 0.95 0.94 0.05 0.95

200 (115 Nodule,85 Non Nodule) 94 0.95 0.94 0.94 0.05 0.94

value of this can be from 0 to 1. If the AUC is 1 then the classification is perfect (ideal

case). If the AUC is nearing one then the system is said to perform well. In this study,

ROC curve for all the three randomly selected sample sets (60,120,200 images) are

plotted and given in Figure 3.11.

(a)

Figure 3.11 ROC curve for SVM algorithm

It can be observed that the curves are nearing one indicating that the performance of

the system is near perfect. It can also be seen that number of samples considered will

not effect the performance of the system since the ROC curves for all the three sets are

nearing one.
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Fuzzy C Means:

It’s an unsupervised learning classification technique where each piece of data can

belong to more than one cluster. Each data is assigned to a class such a way that items

in the same class are similar to each other. Clusters are identified using the similarity

measures such as distance, connectivity and intensity based on the data or application.

A number of clusters are chosen and each data point is assigned a membership grade

randomly. Membership grades defines the degree to which the data considered belong

to that cluster. Eventually data points are assigned to one of the clusters. This method

is repeated until the algorithm converges (Zheng et al., 2015). Mathematically, this

algorithm aims to minimize the following function,

argmin
s

N

∑
x=1

c

∑
y=1

W m
xy‖sx− cy‖2, (3.2.32)

where, sx is the xth point in the measure data, cy is the center of the cluster, ‖sx− cy‖2

Euclidean norm expressing the similarity between the data and center of the cluster,

m is an integer greater than 1, and Wxy is the membership degree assigned to sx in the

cluster cy.

Each time, the membership grade Wxy and cluster centers cy are updated as follows,

Wxy =
1

∑
c
k=1(

‖sx−cy‖
‖sx−cy‖)

2
m−1

(3.2.33)

and

cy =
∑

N
x=1W m

xy · sx

∑
N
x=1W m

xy
(3.2.34)

Fuzzy C-Means algorithm is considered for classification of images in all the three

sets. The results of this unsupervised classification is given in Table 3.9.

The number of false predictions including both false positive and false negatives is

again less with an average of 8 samples. The performance parameters computed using

the values from the Table 3.9 are given in Table 3.10.
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Table 3.9 Classification results of Fuzzy C-Means

Number of Images True True False False

Positive Negative Positive Negative

120 (40 Nodule,80 Non Nodule) 36 76 4 4

160 (86 Nodule,74 Non Nodule) 81 70 4 5

200 (115 Nodule,85 Non Nodule 108 79 6 7

Table 3.10 Performance analysis of Fuzzy C-Means algorithm

Number of Accuracy Precision Recall Specificity Error-Rate F-measure

Images (percent)

120 (40 Nodule,80 Non Nodule) 93 0.90 0.90 0.95 0.06 0.9

160 (86 Nodule,74 Non Nodule) 94 0.94 0.94 0.94 0.05 0.94

200 (115 Nodule,85 Non Nodule) 93 0.94 0.93 0.92 0.06 0. 93

The various parameters considered for performance analysis such as accuracy, pre-

cision, recall and specificity give a value higher than 93%. The error rate is found to be

less than 6%.

Although these values are less compared to the performance analysis parameters

of SVM algorithm, the difference is hardly 2%. Form this, it can be concluded that

unsupervised learning classification method can also be used and training data set is not

always required for classifying the regions as nodules and non-nodules in given lung CT

images. Further it can also be concluded that whenever training data set is not available

the unsupervised classification can also be used very effectively for classification of

lung CT scans.

Further, performance of system is measured by plotting Receiver Operating Charac-

teristics (ROC) curve for Fuzzy C-Means algorithm which is shown in the Figure 3.12.

It can be observed that curves are nearing one showing performance of the system is

better.

Classification results show good acceptability by adopting both the algorithms since,

area under the curve is nearing unity. Also, accuracy plots are drawn for the purpose

of comparison. Figure 3.13 shows the plot of the parameter values of two classification
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(a)

Figure 3.12 ROC curve for Fuzzy C-Means algorithm

methods versus the number of samples. The plot in Figure 3.13 shows consistent results

for both the methods with a slight increase in case of supervised classification.

Random Forest Algorithm: It is an ensemble learning method and consists of

two stages. They are Random forest creation and Random forest prediction. Random

forest creation is the training phase of the system which generates multiple decision

trees. Randomly n features are selected from total of m features each time. Among

the randomly selected n features a best split is identified and accordingly the tree is

built (Breiman, 2001). Random subset of features are selected at each split point in the

learning process. This is called feature bagging. This procedure is repeated many times

and several N trees are obtained which forms the random forest. Best split for attribute

selection is determined by using Information Gain or Gini Index. Information Gain

determines the information each attribute is holding and is in turn calculated by Entropy

measure which is a measure of uncertainty of a variable. Gini Index defines how often

a randomly chosen element would be incorrectly identified. Hence, an attribute with

lower gini index is always preferred.
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(a)

Figure 3.13 Plot showing classification accuracy

Random forest prediction is performed using these randomly created decision trees.

The test data (features) is passed through these trees and prediction is stored on the leaf

nodes of every tree. The classification of the input is defined based on the votes. High

voted predicted target will be the final outcome of the random forest. Output of the

system is the count of each class.

Prediction error is evaluated by using out-of-bag error (OOB) estimate which uses

bootstrap aggregating for further sampling of the data used for training. OOB error is

calculated for individual class average of this estimate (Breiman, 2001). Random forest

method of classification consists of a large number of deep trees.

The sixteen GLCM features calculated considering 120 randomly selected images

are given as input features to random forest algorithm in the training phase. The features

of 80 images are treated as test data. The OOB error of prediction is presented in Figure

3.15. It is observed that as the number of trees increases, the error estimate decreases

and thereby better estimates are obtained from out-of-bag predictions. The advantage of

Random Forest algorithm is that it prevents over fitting by selecting minimum number

of features each time to predict the outcome. The results in the form of confusion matrix

obtained by applying the random forest algorithm is shown in Figure 3.14. 80 images
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are taken as test data out of which 6 are found to be falsely predicted.

Figure 3.14 Confusion Matrix

The performance metric accuracy, specificity and sensitivity are computed using the

values of confusion matrix. Accordingly, accuracy of prediction is found to be 92.5%.

Specificity and sensitivity of the system is observed to be 93.3% and 92%, respectively.

Figure 3.15 Out-of-Bag Error result of random forest classification algorithm

It is observed that average accuracy of SVM algorithm is 0.95, Fuzzy C Means

algorithm is 0.93 and Random Forest is 0.92. Similarly, specificity and sensitivity of

SVM, Fuzzy C Means algorithms are in the order of 0.94. But, specificity and sensitiv-

ity of Random Forest method is 0.92. Error rate presented in all the cases is found to be

less than 5 percent. It can be concluded that unsupervised classification using Fuzzy-

C method gives consistent results compared to supervised classifications of both SVM

and Random Forest method making the CAD system reliable. System is validated by
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performing 10 fold cross validation for 200 (115 nodules, 85 non-nodules) images and

standard deviation values thus obtained are given in Table 3.11.

Table 3.11 Standard Deviation values of SVM, Fuzzy C-Means and Random Forest
Algorithms obtained after performing 10-cross validation

Models
Standard Deviation σ

Accuracy Sensitivity Specificity

SVM 1.30 1.60 1.50

Fuzzy C-means 1.72 1.85 1.70

Random Forest 1.40 1.74 1.53

Thus the method adopted in Phase I includes removal of noise from the raw data

obtained by CT images followed by segmentation and classification of identified regions

as nodules and non-nodules. The process considered so far clearly separates nodule and

non-nodule regions with percentage of accuracy more than 90% and the error associated

is less than 7%. The nodules so determined are further processed for categorizing solid

and sub-solid nodules. Thus the nodule region identified in Phase I forms the basic data

for further classification of the sub-solid nodules which is the main focus of the present

study.

3.3 Phase II

Identification of solid and sub-solid nodules

Detection of sub-solid nodules from already identified nodules needs identification of

relevant features prominent and pertaining to sub-solid nodules and extraction of these

features. This is followed by reclassification of the features into solid and sub-solid

nodules.

The process involved is presented as Phase II in Figure 3.1 which consists of iden-

tification and extraction of features followed by classification into solid and sub-solid

nodules. Histogram of Gradients (HoG) features is adopted for identification and ex-

traction of relevant features of sub-solid nodules. Classification is achieved by adopting
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the supervised learning model, SVM and unsupervised learning model, K-Means algo-

rithm.

3.3.1 Feature selection - HoG Features

Since the focus is on separating the sub-solid nodules from already identified nodules,

features prominent in the sub-solid nodules need to be identified. Then separation of

solid nodule and sub-solid nodules will have to be carried out on the basis of the identi-

fied prominent features. Generally adopted methods for feature selection are once again

based on statistical measures. In the process, the information present may or may not

be considered (Taşcı and Uğur, 2015). To that extent these methods are limited.

However, in the present analysis, Histogram of Gradient (HoG) method is adopted

for feature selection. HoG is a feature descriptor basically used for detecting objects in

an image and extracts features from all locations in identified region of interest in an

image, which is usually not the case in the other algorithms (Dalal and Triggs, 2005).

HoG features are identified and extracted from the already detected nodule regions.

Information of gradients is obtained by dividing the image into small cells of 8x8

pixels and blocks of 16x16 pixels (i.e. 2x2 cells). Each cell has nine gradient orientation

bins. The histogram ranges from 0 to 180 degrees (20 degrees per bin). Every pixel in

the selected cell vote for a gradient orientation bin. Sometimes the pixel votes selects

two bins which is referred to aliasing. Hence votes are bi-linearly interpolated to avoid

this confusion. Later, normalization of histograms is accomplished with the help of

their energy (regularized L2 norm) across blocks.

An identified cell generally belongs to four blocks since every block has a step size

of one cell which defines four different normalized versions of the cell’s histogram.

These identified histograms are then concatenated to get the descriptor histogram. De-

scriptor histogram usually contains all the features for that cell. Intensity of larger

portion of image called block is calculated. It is used to normalize the local histograms

(cell histogram) to improve the accuracy.

Generally used feature extraction descriptors are Scale Invariant Feature Transform

(SIFT) and Speeded Up Robust Features (SURF). SIFT algorithm identifies the main

points in the objects present in images which is stored as reference points. When a
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new test data is given as input, SIFT algorithm identifies the object in it by using the

reference key points stored in the database. Object, location, scale and orientation of key

points and objects in the test image are filtered to find the best suitable match. SURF is

an advanced version of SIFT algorithm which works much faster than SIFT algorithm.

SURF and SIFT algorithms consider only the key points and store it in database with

the help of which they identify the objects in the given image. This is a major drawback

since not all the pixel values are considered and hence there are chances of missing out

minute variations in the image. This leads to a less accurate system since there will be

more number of false predictions by the system.

HoG descriptor has certain advantages compared to SIFT and SURF feature de-

scriptors as it takes into account every pixel present in nodules. Since it operates on

local cells, geometric and photometric transformations do not effect the descriptor. All

the features are calculated from the entire region. Even minute variations are captured

in the histogram because of overlapping concept adopted in the process. Thus HoG fea-

ture descriptor is found to be best suited since accuracy achieved by this method is high.

HoG features are used as it takes account of texture, both in magnitude and orientation

along with statistical measures.

Four histograms of a cell are plotted since a cell can occur in four blocks (Fig-

ure3.16). Normalizing these histograms, a combined histogram representing the overall

feature vector of that cell is obtained which is shown in Figure 3.17(a). A Visualization

of HoG features has been presented in Figure 3.17(b). Gradient and direction of HoG

features are shown in Figure 3.17(c).

3.3.2 Classification of Solid and Sub-solid/Part-solid nodules

Classification of solid and sub-solid nodules is a two class problem. State-of-art classi-

fiers such as Support Vector Machine and K-Means clustering algorithms are used for

predicting the class labels. SVM constructs the hyperplanes with the help of training

data set to classify the candidates. It falls into the group of supervised classification.

Hence, training data plays a vital role in the classification process. However, unsu-

pervised classifier, K-Means algorithm is modified accordingly to consider the angular
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(a)

(b)

(c)

(d)

Figure 3.16 (a), (b), (c), (d) Histograms of a cell
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(a)

(b)

(c)

Figure 3.17 (a) Normalized histogram of image (b) Visualization of HoG feature (c)
Gradient and direction of HoG Features
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similarity and angular distance instead of usual Euclidean distance.

F(V ) =
c

∑
i=1

ci

∑
j=1

(‖ xi− y j ‖)2, (3.3.1)

where, ‖ xi− y j ‖ is the Euclidean distance between xi and y j , c represents the number

of clusters, and ci represents the number of data points in ith cluster. Euclidean distance

measure is replaced by angular similarity and angular distance metric obtained from

HoG features for classifying the candidate nodules and is given as follows,

distance =
cos−1(similarity)

π
, (3.3.2)

similarity = 1−distance. (3.3.3)

In the present study 105 nodule regions are identified which form the test data for

identification of sub-solid nodules in Phase II of the CAD system.

To establish consistency of the system developed, the identified 105 nodule regions

are randomly divided into sets of 60 and 105 images. Each set is classified using SVM

and K-Means algorithms. Training data for SVM classifier is taken from annotated

images available in the dataset. Accordingly 200 images with 110 solid nodules and 90

sub-solid nodules are considered as the training set. Table 3.12 and Table 3.13 show the

results of SVM classification and its performance, respectively.

Table 3.12 Classification results of SVM

Number of True True False False

Images Positive Negative Positive Negative

60 (35 Solid, 25 Sub-solid) 34 23 2 1

105 (65 Solid, 40 Sub-solid) 63 38 2 2

The total count of false predictions are 7 (False positives+false negatives) indicating

that the system is reliable. The performance metrics such as accuracy, precision, recall,

specificity, error-rate, f-measure are calculated using the values of confusion matrix

shown in Table 3.12. The performance metric values are tabulated in Table 3.13.

As observed from the Table 3.13, the accuracy measure is on an average 95%, speci-

ficity and sensitivity values are on an average 95% and 96%, respectively. From these
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Table 3.13 Performance analysis of SVM algorithm

Number of Accuracy Precision Recall Specificity Error-Rate F-measure

Images (percent)

60 (35 Solid,25 Sub-solid) 95.00 0.97 0.94 0.95 0.05 0.95

105 (65 Solid, 40 Sub-solid) 96.10 0.96 0.96 0.95 0.038 0.96

findings it can be established that system performs well in segregating the solid and

sub-solid nodules. Further ROC curve is plotted for verifying the system performance

and is shown in Figure 3.18. ROC curve is nearing unity which again states that system

is accurate in identifying the solid and sub-solid nodules.

(a)

Figure 3.18 Receiver Operating Characteristics curve plotted for Support Vector Ma-
chine algorithm

Similarly, the results of classification carried out by K-means algorithm and its per-

formance results are given in Table 3.14 and Table 3.15, respectively.

Table 3.12 and Table 3.14 clearly show that the number of false predictions are

less. In the case of SVM classification, it is only 0.03 percent and in the case of K-
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Table 3.14 Classification results of K-Means algorithm

Number of True True False False

Images Positive Negative Positive Negative

60 (35 Solid, 25 Sub-solid) 32 24 1 3

105 (65 Solid, 40 Sub-solid) 62 37 3 3

Table 3.15 Performance analysis of K-means algorithm

Number of Accuracy Precision Recall Specificity Error-Rate F-measure

Images (percent)

60 (35 Solid,25 Sub-solid) 93.30 0.96 0.88 0.95 0.06 0.94

105 (65 Solid, 40 Sub-solid) 94.20 0.95 0.95 0.92 0.05 0.95

means classification it is only 0.04 percent, which shows that the results of classification

algorithms are consistent. The overall accuracy is found to be 95 percent by using SVM

classification and it is around 93 percent when K-Means classifier is adopted.

To measure the performance of the system, Receiver Operating Characteristics curves

are drawn for the classification method considered here and the same is presented in

Figure 3.19. It is observed from these graphs that the curves tends to 1 indicating that

classification accuracy is high.

The comprehensive CAD system proposed herein, first identifies the nodules. The

process includes consistency and reliability check at both segmentation and classifi-

cation stages. The nodules so identified are further classified into solid and sub-solid

nodules.

The performance of the proposed CAD system is compared with the existing CAD

systems proposed by Messay et al. (2010), Jacobs et al. (2014) and Setio et al. (2016).

The features used and corresponding accuracy, specificity and sensitivity values are

given in 3.16, along with the values obtained for these parameters in the present study.

It is clearly establishing that the present CAD system developed gives a much higher

values for all the three parameters considered. Thus the present CAD system is better

in identifying the sub-solid nodules in lung CT images compared to the state-of-the-art

sub-solid nodules identification systems in the literature. Also, the standard deviation
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(b)

Figure 3.19 Receiver Operating Characteristics curve plotted for K-Means Algorithm

values computed for these systems are given in Table 3.17.

Table 3.16 CAD Systems Comparisons

CAD Systems Features used Accuracy Specificity Sensitivity

(percent)

Messay et.al(2010) Size,Shape 85 0.89 0.88

and Location

Jacobs Colin et.al.(2014) Context Features 91 0.90 0.91

Francesco Ciompi et.al. Neural network 80 0.50 0.64

(2016)

Proposed System Statistical Features 94 0.94 0.93

and HoG Features

It can be seen that standard deviation for the three parameters considered in the

proposed system is less than the standard deviation values obtained for the other CAD
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systems. This test shows that the present system gives reliable results.

Table 3.17 Standard Deviation values for the four systems obtained after performing 10
cross validation test

Models
Standard Deviation σ

Accuracy Sensitivity Specificity

Messay et.al(2010) 1.90 1.56 1.58

Jacobs Colin et.al.(2014) 1.60 1.32 1.20

Francesco Ciompi et.al.(2017) 2.20 1.91 1.94

Proposed System 0.96 1.31 0.98

3.4 Summary

The proposed CAD system analyzes the lung CT images for identifying the sub-solid

nodules in two phases. In the first phase it locates the nodule regions and in the second

phase it identifies the sub-solid nodules in the already located nodule regions. The

system attempts to improve the accuracy and reliability at every stage which ultimately

improves the end result.

The first phase of the CAD system consists of preprocessing step for removing the

noise by using NLTV method which in turn helps in improving the results of segmen-

tation and morphological operations to identify the region of interest.

The CAD system is completely automated as it is able to detect region of interest

in any given lung CT images without human intervention and makes use of Chan-Vese

model and morphological operations to segment the nodular structures from the input

images. The system further selects the most relevant statistical features based on Eigen

values, thereby improving the accuracy of the prediction models in the system such as

SVM, Fuzzy C Means, Random Forest compared to the existing models.

The second phase consists of further detecting the sub-solid nodules from nodule

regions, for which the HoG features are identified. Deep texture variations are captured

by HoG from which the sub-solid nodules are identified with the help of classification

models such as SVM, K Means algorithms.
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It is also demonstrated that the CAD system gives consistent results for different

kinds of CT images from two deferent datasets. The developed CAD system is efficient

in identifying the sub-solid nodules in lung CT images. Sensitivity of the CAD system

in classifying the nodule and non nodule region (Phase I) using supervised SVM classi-

fier is in the order of 95 percent and that of unsupervised Fuzzy C-Means classifier is 94

percent. Random Forest Method classification is found to give consistent results with

reduced out of bag error. The methods adopted for both supervised and unsupervised

classification of nodules are found to have error rate less than 6 percent.

SVM method for supervised classification and K-means algorithm adopted for unsu-

pervised classification of solid and sub-solid nodules gives accuracy value in the range

of 96 and 94 percent. Supervised and unsupervised classification method adopted in

the study give consistent results, thus establishing that prior knowledge of nodule is

not essential. The developed CAD system efficiently identifies the sub-solid nodules in

lung CT images.
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CHAPTER 4

Deep Learning Approach for Identifying the
Lung Nodules in CT Images

4.1 Introduction

Machine learning is a part of artificial intelligence that helps the computers to automat-

ically do a defined task. It makes the computer to learn by itself without being pro-

grammed explicitly. Machine learning algorithms learn from the observations or look

for particular patterns in the input data which helps in decision making for predicting

the output (Jordan and Mitchell, 2015).

Machine learning algorithms require structured data. In most of the real time cases

the data is non-regular, unstructured and vast. Hence, the deep learning models are

developed. It is a part of machine learning except for the fact that the input data could

be unstructured. A deep learning architecture has numerous layers of neurons stacked

together which does feature learning by itself. It finds applications in various fields like

robot navigation, speech recognition, artificial intelligence etc.. (Liu et al., 2017).

CAD system presented in Chapter 3 rely on pipeline image analysis methods and

handcrafted features. This includes a series of steps like preprocessing, identifying the

region of interest, identifying and extracting features, classification using state-of-the art

methods like SVM, Random Forest etc. The performance of each step in these systems

depends heavily on the accuracy of the previous step which is a major disadvantage of

this system. Heterogeneity of shape and texture of malign (part-solid, liquid) nodules

make it difficult to tailor a particular handcrafted feature. Hence, there is a necessity to

develop a system that eliminates all these procedures.
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A Computer Aided Detection system using deep learning is developed in this con-

text where raw (un-processed) lung Computed Tomography (CT) images are fed as

input and appropriate outputs (identified part-solid lung nodules) are obtained. These

deep networks learn deep features and identify the required object by using a series

of convolution and deconvolution layers. Furthermore, a Conditional Random Field

(CRF) framework is used in the present context to make the results of the developed

deep learning model more robust and accurate.

4.2 Deep Convolution Neural Network (DCNN) Architecture

Deep learning approach is adopted here for identifying the part-solid nodules as they

represent the early stage of lung cancer. The proposed architecture consists of a series of

convolution and deconvolution layers as shown in Figure 4.1 along with the encoding

and decoding layers. The contracting path extracts the features required to identify

the part-solid nodules whereas the expansion path groups similar pixels together so

as to identify the part-solid nodules. The contracting path is made of fully connected

convolution layers and expansion path is made of fully connected deconvolution layers.

Figure 4.1 Block diagram of Deep Convolution Neural Network (DCNN) Architecture

A set of raw RGB (Red,Green,Blue) CT images with the size 196×196×3 is given
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as input to the DCNN architecture. This input image is passed through the developed

architecture which consists of 18 layers. First nine layers work on convolution oper-

ation along with activation function called Rectified Linear Unit (ReLU) and the next

nine layers work on deconvolution operation to get back the original images. The con-

volution operation is performed by using a 3× 3 kernel. Initially, training weights are

initialized using Gaussian distribution. In the later stages, the weights for these convo-

lution filters are learned during the training phase.

Activation function is employed in each layer that helps in the neuron’s output de-

cision making process in a neural network. Mapping of input to different outputs is

handled by an activation function. Sigmoid, tanh, Rectified Linear Unit (ReLU), soft-

max are some of the the popular activation functions used in deep learning models.

Sigmoid activation function uses sigmoid function to map the values in the range of 0

and 1. Tanh function restricts the output of a neuron to be between -1 and 1. Recti-

fied linear Unit restricts the values to be in between 0 and infinity. Softmax activation

function converts the input of a neurons to probabilistic values.

The developed deep learning model performance boosts when, ReLU activation

function is employed in each layer to map the output of a convolution operation from

zero to infinity which is given by the following equation,

Y =

x if x≥ 0

0 if x < 0
(4.2.1)

Activation functions such as sigmoid and tanh are less used since it causes vanishing

gradient problem (Agostinelli et al., 2014). Vanishing gradient problem occurs when

gradient has a very small value and network finds it difficult to train. When sigmoid

or tanh function value is either too high or low, their derivative will be small. This

makes the results biased which in turn makes the system less accurate. Hence, Rectified

linear Unit activation function is preferred over other activation functions since it always

returns the values zero or greater than zero (Agostinelli et al., 2014). The curves of

activation functions sigmoid, tanh and ReLU are shown in Figure 4.2.

sigmoid(x) =
ex

ex +1
, (4.2.2)
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(4.2.3)

tanh(x) =
ex− e−x

ex + e−x , (4.2.4)

(a) (b) (c)

Figure 4.2 (a) Sigmoid function (b) Tanh function and (c) ReLU function

The images in every layer are padded so that features are preserved for further lay-

ers. The step size of the convolution filter is defined by stride function which regulates

the movement of filters in a pixel-wise operation in the image. It is considered as

stride(2,2) in the proposed architecture. Hence, in every iteration convolution filter

slides by two pixels. Dropout layers are adopted in all the layers to neglect the ran-

domly selected features during the training phase so as to avoid over-fitting problem.

Localization of nodule regions are obtained through expansion path. Convolution op-

eration with activation function ReLU are applied to all the layers of expansion path.

The features extracted by the encoders are given as input to the decoders. The decoding

path performs upsampling operation followed by a set of convolution operations. The

upsampling operation increases the image size by duplicating the rows and columns.

Convolution operations are adopted to obtain the group of similar pixels. Convolution

filters learn to group the pixels by utilizing forward and backward propagation algo-

rithm. This operation is repeated multiple times to rescale the image to it’s original

size. This process eventually achieves the localization of part-solid nodules. The last

layer consists of softmax operation. Softmax function converts the input numbers into a

vector of probabilities which when added sum up to one. The developed deep learning

model has to find the part-solid nodules from the given input images. Hence, the soft-
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max function gives the probability of each pixel belonging to part-solid nodule and the

target pixel has the highest probability. Softmax function is defined by the following

expression,

σ(q) j =
eq j

T
∑

t=1
eqt

for j = 1, ...,T (4.2.5)

Softmax function is an exponential function where T dimensional vector of q ar-

bitrary values is reduced to T dimensional vector of σ(q) real values. In the present

context, T corresponds to the number of classes C. The model classifies the pixel either

as part-solid nodules or non-nodule regions. Hence, the class label set is defined as

L = {1, . . .C} where, the number of classes C = 2 i.e. part-solid nodule or non-nodule.

The learning rate determines the change or updation in weight and is an important

hyper parameter used in the training phase. These parameters are responsible for iden-

tifying the most appropriate weights for a model and making it accurate. During the

training phase, the parameters which represent the weights of the convolution filters

is tuned in order to identify the part-solid nodules accurately and is handled by back

propagation algorithm. This consequently reduces the error. The error is calculated at

the output layer as (Error = yi−a) where, yi is the predicted output and a is the actual

output. This error is minimized using the gradient descent algorithm given by δError
δo j

,

where o j represents the output of jth neuron. Over the training iterations, parameters

are tuned accordingly with the help of loss function and optimizer.

Loss functions are used for calculating the error in prediction in the training phase

of the network. Based on the values obtained by loss function the network parame-

ters are tuned appropriately for improving the results in next cycle. Generally used

loss functions are cross entropy, binary cross entropy, mean square error (Janocha and

Czarnecki, 2017). The selection of loss functions helps in reducing the prediction error

and there by attains better convergence. The proposed model employs categorical cross

entropy in all the layers which is given as follows,

− 1
N

N

∑
i=1

C

∑
c=1

1yi∈Lclog(Pmodel[yi∈Lc]) (4.2.6)

where, there are i observations and C categories. The term 1yi∈Lc is the function of
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ith observation belonging to the cth category. The term log(Pmodel[yi∈Lc]) predicts the

probability of ith observation belonging to cth category. Lc represents the set of class

labels.

Loss functions always work with optimizer which are used to tune the parameter

such that the loss of the model is reduced. They together describe the protocol to change

the parameter (Schneider et al., 2019). Several optimizers exist such as Stochastic Gra-

dient Descent, Adam, RMSprop, Adagrad etc. and the one used in the model developed

here is Stochastic Gradient Descent (SGD) optimizer. Using the complete dataset (sam-

ples) every time while performing the gradient descent makes the system more complex

and time consuming. SGD optimizer uses a single sample from the huge set of sam-

ples which makes the system less complex. Hence, a SGD is preferred over the other

optimizers (Ruder, 2016). Each time a sample is selected randomly from the dataset.

In addition to these, dropout function is applied to avoid over-fitting which randomly

masks few neurons before back propagation. Over-fitting is a situation wherein the

model performs accurately on training data but fails to perform well on test data. This

is generally avoided by the selection of different regularization layers such as batch

normalization, drop-out etc.. Drop-out layers remove few connections between layers,

thus allowing the model to predict the label with less number of neurons. The masked

neurons are not used for updating the parameters.

Pooling layers are utilized to extract features in CNN. The different pooling lay-

ers available are Maxpool, average pool, stride etc. Among these, generally maxpool

operation is most popular (Agostinelli et al., 2014). It is mostly adopted in the CNN

architecture to extract prominent feature from a local region. It extracts the largest value

from the considered region of a feature map, there by extracting most important features

in the deeper layers. The Average pooling layer computes the average of values present

in the neighborhood and replaces the neighborhood pixels by the average value. Stride

operation is responsible for controlling the filter convolution around its neighbors. In

this context the value is set to 2. Hence convolution kernel shifts by 2 pixels. The appli-

cation of pooling layers results in the reduction of spatial resolution and loss of detailed

information.
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The layers of the deep neural network are given in Table 4.1. A detailed procedure

of the working of deep neural network is depicted as pseudocode which is given below,

Algorithm 1: DCNN Training Algorithm
Input: K input images
Output: Trained DCNN parameters θ

1 for Each image m×n× t do
2 while epoch s : 1→ S do
3 while Training samples j = 1→ K do
4 Convolution operation performed to get feature maps
5 Calculate Softmax activation function using Equation
6 Calculate Error (Error = yi−a)
7 Compute Gradient δError

δo j
by back propagating the error

8 The variable θ = θ −∆ci j is updated adopting the gradient descent
∆ci j =−η(δError

δci j
) where η is the learning rate

9 end
10 end
11 end

4.3 DCNN CAD system

A Computer Aided Detection system using deep learning approach is developed for

identifying the part-solid or sub-solid nodules. Raw lung Computed Tomography im-

ages are given as input and appropriate output (identified lung part-solid nodules) is

obtained. The process consists of localizing the potential region of interest (part-solid

nodules) by using the deep learning model which is incorporated within the CRF frame-

work as a unary potential along with pairwise potential. These deep networks learn deep

features by itself and identify the required object by using a series of convolution and

deconvolution layers. Conditional Random Field framework is used for making the

developed deep learning model results more accurate. The reliability of the proposed

system is substantiated by analyzing the results. The block diagram of the proposed

model is given in Figure 4.3.
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4.3.1 Conditional Random Field (CRF) Model

Conditional Random Field is a probabilistic approach for semantic segmentation. A

conditional distribution P(A|B) is identified where A = a1,a2, ....,aN represent output

random variables and B = b1,b2, ...bN represent the input variables. CRF consists of

unary potential and pairwise potential energies. Unary potential energy ϕ(xi), depends

on pixel itself while pairwise potential energy λ (xi,x j), depends on neighboring pixels.

In the present context given an image U of size m×n, the conditional probability of the

class labels L (part-solid nodule and non-nodules) is computed as follows,

P(L|U) =
1
Z

expE(U), (4.3.1)

where,

Z = is the partition functional, and

E(U) = is the Gibbs energy.

Gibbs energy E(U) given as,

E(U) = ∑
x

ϕ(Ux)+ ∑
(x,y)∈ε

λ (Ux,Uy), (4.3.2)

where,

ε = edges connecting the four neighboring pixels in a grid structure.

The result of DCNN is used as unary potential values in CRF model. The pair wise

potential considered here is color dependent smoothness term and is given as,

W (U)x =
1

Wp
∑
y∈S

Gσs(‖x− y‖)Gσr(Ux−Uy), (4.3.3)

where,

Gσs = Gaussian function which defines the influence of neighboring pixels,

based on spatial distance ‖x− y‖, and

Gσr = Gaussian function which defines the intensity range between,

the pixels (Ux−Uy).

78



Gσ (d) =
1

2πσ
exp(

−d2

2σ2 ), (4.3.4)

where,

d = may be spatial distance ‖x− y‖ or intensity difference (Ux−Uy), and

Wp = normalization factor.

Normalization factor Wp is given as,

Wp = ∑
q∈ε

Gσs(‖x− y‖)Gσr(Ux−Uy). (4.3.5)

Once the parameters are learnt by the CRF model the class labels are inferred using

alpha expansion graph cut algorithm (Boykov and Jolly, 2001). The most probable class

label is obtained by maximizing the conditional probability defined in Equation 4.3.1,

which in turn is achieved by minimizing energy function defined in Equation 4.3.2.

4.4 Results

The sample original Lung CT images considered in the present discussion are given in

Figure 4.4.

The current section presents the results obtained for semantic segmentation of nod-

ules present in lung CT images.

From the available dataset 80% of the data is used for training, 10% for validation

and 10% for testing. The developed CNN model is trained for 100 epochs and batch

size is set to 10 due to memory constraints. Categorical cross entropy is used as the

loss function to tune the parameters and initial weights are assigned based on Gaussian

distribution.

The DCNN model is trained for 100 epochs. Corresponding accuracy and loss

curves for training and validation sets are shown in Figures 4.5 and 4.6, respectively.

From the graph it is observed that loss curves reduces non-linearly as the number of

epochs increases and the loss is below 0.2 at 20 epochs. The model accuracy for training

and validation set is above 90% as shown in Figure 4.5. Drop out layers are included in

order to prevent over-fitting of the model which consists of 18 million parameters.

The developed Deep Convolution Neural Network architecture is used to extract

79



(a) (b)

(c) (d)

Figure 4.4 (a), (b), (c) and (d) are Sample Lung CT images from LIDC database.

deep features from lung CT images and subsequently, identify part-solid nodules. Per-

formance evaluation of maxpool and stride operations for feature extraction is carried

out here. The results obtained by considering both the operations show that, maxpool

leads to loss of resolution and information which reduces the accuracy (84%) when

compared to the stride operation (88%). Hence stride operation is considered for the

analysis.

A few sample images and corresponding segmentation output of DCNN are shown

in Figures 4.8 and 4.9, respectively. It is seen that the model identifies sub-solid nodules

with higher accuracy along with a few false positives. These ambiguities occur at the
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Figure 4.5 Accuracy curve for training and validation set

boundaries of the lungs. Hence post-processing is done to eliminate the false positives

and it is accomplished by utilizing the CRF framework. False positives are removed

by the usage of the pairwise term which smoothen the segmentation output based on

color and spatial distance. The results obtained before and after using the Conditional

Random Field algorithm are shown in block diagram 4.7.

The results obtained for the proposed model are depicted in Figures 4.8 and 4.9.

In both the figures, original sample images considered are shown in the first row, while

second-row depicts the output obtained from Deep Neural Network and third row shows

the output obtained by adopting CRF + DCNN. It is seen that the CRF post-processing

helps in reducing the occurrence of false positives that are observed in the output ob-

tained directly from deep convolution neural network. The results of CRF + DCNN has

improved compared to the application of DCNN alone, by eliminating false positives.

The performance evaluation of the deep learning based CAD system is computed

using Mean Intersection over Union (MIoU), Pixel Accuracy (PA), Precision, Recall

and F1-score.

The Intersection over Union (IoU) is defined as overlapping of target output and the
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Figure 4.6 Loss curve for training and validation set

Figure 4.7 Block diagram showing results obtained before applying the CRF algorithm
and after adopting the same

predicted output. The individual IoU value is computed for each class which is later

averaged for all the classes to obtain a single global value. This value is called as Mean

Intersection over Union. The equation for computing the same is given as,
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(a) (b)

(c) (d)

(e) (f)

Figure 4.8 (a), (b) Lung Computed Tomography images showing part-solid nodules.
(c), (d) Identified Part-solid nodule by the proposed deep learning approach. (e), (f)
Results of CRF + DNN
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(a) (b)

(c) (d)

(e) (f)

Figure 4.9 (a), (b) Lung Computed Tomography images showing part-solid nodules.
(c), (d) Identified Part-solid nodule by the proposed deep learning approach. (e), (f)
Results of CRF + DNN
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MIoU =
∑i xii

C(∑i ∑ j 6=i xi j +∑ j x ji− xii)
, (4.4.1)

where, C is the number of classes (2 in this study) and xi j represents the pixels belonging

to class i and is predicted as class j. Pixel accuracy is calculated as,

PA =
∑i xii

∑i ∑ j xi j
. (4.4.2)

Precision, recall and F1-score measures are calculated from confusion matrix as

defined in Chapter 3, Table 3.7. The metrics of performance analysis such as accuracy,

precision, recall, F1-score, MIoU, pixel accuracy value carried out for the developed

model is shown in Table 4.2. It is seen that F1-score of the algorithm is 0.95 with

MIoU of 0.911 indicating that the deep learning model when combined with the CRF

framework is localizing and detecting the part-solid nodules more accurately (89%).

The accuracy level of the algorithm has increased from 83% to 89.48% by applying the

CRF algorithm. The Receiver Operating Characteristic curve plotted with false positive

rate versus true positive rate for the developed system is given in Figure 4.10. In the

ROC curve of the proposed model, the diagonal line represents the random guess and

the curve that is nearing the value 1 in y-axis shows that the system is predicting the

class labels rather than merely guessing them.

Table 4.2 Performance analysis of the proposed system

Image MIoU Pixel Accuracy Precision Recall F1-score
DCNN 0.62 83.00% 0.89 0.78 0.88
DCNN + CRF 0.91 89.48% 0.95 0.95 0.95

Table 4.3 presents the performance of various popular existing methods for seman-

tic segmentation. The authors in Kumar et al. (2015) and Kasinathan et al. (2019) have

developed a system to classify the regions as nodule and non-nodule, whereas the pro-

posed system identifies the part-solid nodules in lung CT images with a pixel accuracy

of 89% and localization of part-solid nodules with MIoU of 0.911. Hoo-Chang and

others Hoo-Chang et al. (2016) have developed two systems for identifying various

lung diseases using the existing network architectures such as Googlenet and Alexnet,
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Figure 4.10 ROC curve

which are popularly used for classification, however, they fail to localize the nodules.

The proposed model localizes the part-solid nodules which serves as a primary step for

further analysis and facilitates the timely treatment of the patients. Decreasing the false

positives, increases the precision, which is an inevitable requirement in medical image

analysis. The authors of Song et al. (2017) and Kasinathan et al. (2019) have obtained

an average of 6 false positives per scan whereas the proposed model uses CRF algorithm

for semantic segmentation which reduces the false positives and subsequently increases

the overall accuracy of the system under study. Malignancy prediction system using

CNN model is developed by Ardila in 2019 Ardila et al. (2019). This system do not

specifically localize the part-solid nodules unlike the proposed system.

4.5 Summary

Deep learning approach is adopted for identifying the part-solid nodules as they repre-

sent the early stage of lung cancer. A Deep Convolution Neural Network is incorporated

within the Conditional Random Field framework to reduce the occurrence of false pos-

itives. This also has increased the accuracy of the system from 83% to 89.48%. As the

process involved identifies the deep features by itself considering a large number convo-

lution and deconvolution layers, training time required is 45 minutes with i5-7300-HQ
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Table 4.3 Comparison of Proposed model with existing models

Method Dataset Identification Network Method adopted Accuracy

architecture (percent)

Kumar et al. (2015) LIDC/IDRI Lung Nodules CNN and SVM Features calculated

classifier from CNN 75.01

Hoo-Chang et al. (2016) LIDC & Lung Interstitial GoogleNet Segmentation and

NELSON Disease Classification 57.00

Hoo-Chang et al. (2016) LIDC & Lung Interstitial AlexNet Classification 79.00

NELSON Disease

Song et al.(2017) LUNA16 Benign and Deep Learning Deep Features 65.00

malignant nodules approach calculated

classification

Kasinathan et al. (2019) LIDC Nodule & Active Contour Segmentation & 97.00

Non-nodule & AlexNet classification

Ardila et al.(2019) LIDC malignancy CNN model Time series data. AUC is

probability & i.e. prior and 94.40

localization current CT images

Proposed Model LIDC/IDRI Part-solid A complete Segmentation

(CRF+DCNN) Lung Nodules Deep Learning and Classification 89.48

Approach

at 2.50 GHz processor, 16GB RAM and Nvidia GeForce GTX 1050 whereas average

testing time required is 4 seconds per sample.
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CHAPTER 5

Conclusion and Future Works

The present study successfully develops two automated CAD systems namely pipeline

approach where a series of algorithms are adopted and a deep learning approach which

has deep layers of convolution neural networks, for identifying the lung cancer in an

early stage when it manifests itself as part solid / sub-solid nodules in lung CT im-

ages. The consistency of the two proposed automated CAD systems is experimentally

demonstrated using two well known benchmark datasets namely I-ELCAP and LIDC /

IDRI database.

The pipeline method adopts a series of algorithms for denoising, segmentation, fea-

ture extraction and selection, classification which finally yields results with the desired

accuracy.

• The NLTV method adopted for denoising adopts to the noise distribution in the

input by appropriately designing the model and subsidizes the noise substantially.

• Use of Chan-Vese model and morphological operations have successfully de-

tected region of interest in the given lung CT images without human intervention.

The segmentation method adopted here duly segments the regions even when the

edges are not defined properly.

• The proposed system selects the most relevant statistical features based on the

Eigen values thereby improving the accuracy of the classification and prediction

models such as SVM, Fuzzy C-Means and Random Forest compared to other

existing models.
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• Use of Histogram of Gradients method considers every pixel and captures deep

texture variations, both in magnitude and orientation along with statistical mea-

sures thus making identification of sub-solid nodules more accurate and reliable.

• Sensitivity of the CAD system in classifying the nodule and non nodule region

in Phase I using supervised SVM classifier is in the order of 95 percent and that

of unsupervised Fuzzy C-Means classifier is 94 percent. Random Forest Method

classification is found to give consistent results with reduced out of bag error. The

methods adopted for both supervised and unsupervised classification of nodules

are found to give consistent results with error rate less than 6 percent.

• Sensitivity of CAD system in classifying the solid and sub-solid nodules in Phase

II using the supervised SVM classifier is 95% and that of the unsupervised K-

Means classifier is 91%. Again the results are consistent with error rate rate less

than 6%.

• It can be concluded that the developed system is efficient in identifying lung can-

cer nodule (sub-solid/part-solid) in lung CT images in its early stages of occu-

rance.

• On an average supervised classification and unsupervised classification models

adopted for identifying the sub-solid nodules give accurate results in the range of

96 and 94 percent, respectively, thus establishing that prior knowledge of nodule

is not essential.

• The developed CAD system works even if the test data contains less number of

images.

• Finally, the developed CAD system efficiently identifies the sub-solid nodules in

lung CT images without human intervention.

Deep learning approach adopted for identifying the sub-solid / part-solid nodules

that represent the early stage of lung cancer is found to give good results.
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• A Deep Convolution Neural Network (DCNN) incorporated within the Condi-

tional Random Field (CRF) framework in order to reduce the occurrence of false

positives has increased the accuracy of the system from 83% to 89.48%.

• The developed model eliminates a series of image processing methods for identi-

fying the part-solid nodules in given lung Computed Tomography images which

avoids the dependency on handcrafted features.

• The proposed automated system eliminates the need for human intervention and

also it is found to give an accuracy of 89.48% with Mean IoU of 0.911 thus

making the system robust.

• As the process involved identifies the deep features by itself considering a large

number convolution and deconvolution layers, training time required is 45 min-

utes with i5-7300-HQ at 2.50 GHz processor, 16GB RAM and Nvidia GeForce

GTX 1050. The average testing time required per sample is found to be 4 seconds.

• The CAD systems developed in the present study gives much higher accuracy,

sensitivity and specificity values compared to similar models developed earlier.

Hence the systems developed is more reliable than similar systems available.

Though the pipeline CAD system developed is accurate in identifying the sub-solid

nodules in lung CT images, it involves series of algorithms to accomplish the task which

makes the system computationally complex. Also, the algorithms incorporated work

in a serial manner which is time consuming. Hence, architecture can be improved by

parallelizing the algorithms that work on multi-core GPU. The second CAD system that

adopts deep learning convolution neural network approach gives accuracy of 89% which

may be increased by adopting graph-cut algorithms along with CRF framework. The

DCNN architecture may be optimized by adopting other filters along with convolution

filter and activation functions.

The developed CAD systems need to be tested by applying on the real-time datasets

obtained from hospitals. An automated CAD system for identification of liquid nodules

in lung CT images which represent the very initial stage of cancer may be developed

since the patients chance of survival can be increased further.
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