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#### Abstract

The advancements in digital technologies made signal processing much easier and provide complex functionalities. The analog to digital converter (ADC) helps to convert the real time data obtained through sensors into digital data. The power consumed by these sensor nodes should be as low as possible in order to improve the battery life. Thus, this research mainly focuses on the design techniques, methodologies, and circuit topologies of ADC with emphasis on minimization of energy consumption and area.

Initially, a fully differential most significant bit (MSB) capacitor splitting switching technique for binary weighted capacitive digital to analog converter (DAC) in successive approximation register (SAR) ADC is proposed to reduce the energy consumption and area. Also, with this switching technique, one can achieve the same dynamic range as the conventional one, with half of the supply voltage as compared to the existing techniques. This makes the proposed switching method suitable for ultra low voltage SAR ADCs, which are widely used in biomedical applications. The proposed method is modelled in MATLAB. The results show that the proposed switching technique reduces energy consumption of DAC by $97 \%$ and the capacitance area by $50 \%$ over the conventional one. The circuit level implementation of 10 -bit SAR ADC is simulated in UMC 90 nm CMOS 1P9M process technology with a supply voltage of 0.5 V . It achieved signal to noise and distortion ratio (SNDR) of 55.93 dB , spurious free dynamic range (SFDR) of 77.17 dB . The Walden figure of merit (FoMW) is calculated as $38.67 \mathrm{fJ} /$ conv.

Furthermore, this research presents a switched capacitor based SAR ADC using a passive reference charge sharing and charge accumulation. For N bit resolution, the fully differential version of this architecture needs only 6 capacitors, which is a significant improvement over conventional binary weighted SAR ADC. The proposed SAR ADC is designed and laid out in UMC 180 nm 1P6M CMOS technology with a supply voltage of 1.8 V for a target resolution of 11 bit. The total design occupies an area of $568 \mu \mathrm{~m}$ x $298 \mu \mathrm{~m}$ and consumes a power as less as $0.28 \mu \mathrm{~W}$. It is found that the integral non-linearity (INL) and differential non-linearity (DNL) of this


ADC are in the range $+0.35 /-0.84$ least significant bit (LSB) and $+0.1 /-$ 0.6 LSB , respectively. In addition, dynamic performance test shows that the proposed SAR ADC offers an effective number of bits (ENoB) of 10.14 and FoMW of $0.12 \mathrm{pJ} /$ conv-step.

Finally, a novel switched capacitor integrator based variable resolution hybrid ADC architecture is proposed. The ADC resolution is programmable from 8 - 15 bit using a 3 - bit control bus (res[2:0]). It operates in SAR mode for 8-11 bit resolutions and as the first-order delta sigma modulator (DSM) with a multi-bit quantizer in 12-15 bit resolutions. A mathematical relationship showing the effect of mismatch of capacitors on ADC linearity is derived. A fully differential folded cascode (FC) OTA is designed with programmable unity gain bandwidth (UGB) and slew rate. The proposed ADC, designed and laid out in UMC 180 nm standard CMOS technology with a supply voltage of 1.8 V , occupies an area of $0.228 \mathrm{~mm}^{2}$. It exhibits SNDR of $45-86 \mathrm{~dB}$ and consumes a power of $0.86-98 \mu W$ across target resolutions ( $8-15 \mathrm{bits}$ ).

Keywords: Analog to Digital Converter (ADC); Binary weighted DAC; Biomedical; Folded Cascode Operational Transconductance Amplifier (FC OTA); Successive Approximation Register (SAR); Switched Capacitor Integrator; Variable Resolution; Delta Sigma Modulation (DSM);
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## Chapter 1

## INTRODUCTION

### 1.1 Motivation

The $21^{\text {st }}$ century is marked as digital era by electronic industries which brought revolution in all walks of life through digital technologies. The modern electronic systems employ sophisticated functional blocks which make analog circuit design more complex. This impacts power consumption and cost, performance and reliability of the system. Digital Signal Processor (DSP) is one such system that leveraged the benefits of digital technologies to implement complex algorithms and functions with high computational power and accuracy. This, along with the improved noise margin, error detecting and correcting codes made the transmission and storage of digital signals less prone to noise. Hence the analog circuit techniques in many applications were replaced by reliable, cost effective, fast and flexible digital technologies.

The evolution of complementary metal-oxide-semiconductor (CMOS) fabrication technology has resulted in improved performance, power efficiency and the integration density of digital systems at a tremendous rate as anticipated by Moore's law. However, technology scaling has not benefited analog circuits to the same extent. Moreover, features like hardware description languages (HDLs), synthesis, automatic layout generation using standard cell libraries and place and route algorithms availed in computer aided design (CAD) tools and testability using field programmable gate arrays (FPGAs) made the digital system design easy. Coupled with this, a robust and systematic digital logic design flow using electronic design automation (EDA) tools has helped to speed up the product design, debugging and testing processes leading to quicker time to market. All these qualities of digital technologies shifted most of
the signal processing functions into digital domain while restricting analog circuits for amplification, filtering and supply references.

Basically the world is analog in nature i.e. continuous in time and amplitude. Thus there is a need for analog to digital converters (ADCs) and digital to analog converters (DACs) to avail benefits of digital signal processing. A typical block diagram of the present day electronic system is shown in figure 1.1. The sensor transforms a physical signal into electrical signal. The amplification and filtering are carried out in analog signal conditioning block. The ADC block digitizes the analog signal. DSP block performs required functionality on digital signal and the output of DSP block is converted back to analog signal by DAC. The actuator transforms/ feeds this analog signal to outside world. Here, the overall system accuracy depends on the accuracy of each block.


Figure 1.1: A typical block diagram of the present day electronic system.

### 1.2 Overview of ADC

Sampler and quantizer are the basic building blocks of ADC. Sampler produces a discrete signal at a rate, not less than Nyquist rate. Quantizer rounds off those discrete signals to the nearest quantization levels and gives out the equivalent digital values. A large variety of ADC architectures have been reported in the literature which have trade-offs between speed, resolution and power efficiency. Figure 1.2a illustrates the trade-off between resolution and bandwidth. As can be seen, the resolution of ADC decreases as bandwidth increases.


Figure 1.2: (a) Resolution versus Input frequency of ADCs (b) Energy consumption per conversion versus Input frequency of ADCs (Murmann et al. 2016).

Among the various ADC architectures, flash ADCs are the fastest as they compare the input with all reference levels simultaneously. However, for each bit increase, the number of comparators increases by a factor of 2 . This leads to increased input capacitance and kickback noise that affect the accuracy of reference levels. As a result, the resolution of flash ADCs is limited to 6-bits. However, the resolution can

Table 1.1: A brief comparison of different ADC architectures (Çikan and Aksoy 2016).

|  | Flash ADC | Pipeline ADC | SAR ADC | DSM ADC |
| :--- | :---: | :---: | :---: | :---: |
| Conversion Principle | Uses 2 ${ }^{N}-1$ <br> comparators to <br> compare input <br> signal with <br> references. | Small parallel <br> structure, each <br> stage works on <br> one to a few bits | Binary search <br> algorithm | Oversampling <br> and Noise <br> shaping |
| Encoding Method | Thermometer <br> Code | Digital <br> Correction Logic | Successive <br> Approximation | Decimation <br> Filter |
| Sampling rates | up to 1ĞSPs | $\leq 500$ MSPs | $\leq 3$ MSPs | $\leq 10 \mathrm{MSPs}$ |
| Resolution (bits) | $6-8$ | $10-14$ | $8-18$ | $16-24$ |
| Power Consumption | High | High | Low | Moderate |
| Area | Large | Medium | Low | Medium |
| Cost | High | High | Low | Moderate |

be slightly improved by employing interleaving and folding techniques.
The pipelined ADCs achieve moderate resolution at the cost of longer conversion time. In this, the analog signal is quantized coarsely by each stage and the residue is sampled by the next stage. Although, the number of comparators required is reduced, additional blocks like summing amplifiers increase the power consumption.

The successive approximation register (SAR) ADC is widely used in energy efficient applications, as shown in figure 1.2b. However, the resolution of SAR ADC is restricted by circuit noise. Thus SAR ADCs operate at moderate speeds with low to medium resolutions (8-bit to 18 -bit).

Delta sigma modulator (DSM) ADCs attain high resolution ( $\geq 20$-bits) by employing oversampling and noise shaping techniques. Oversampling makes the internal elements of DSM ADC operate at faster rates, resulting in an increase in power consumption. A brief comparison of different ADC architectures is given in Table 1.1.

The performance and accuracy of overall system are restricted by the speed and noise floor of data converters (ADC and DAC). The design of ADCs for low frequency applications is the objective of this research. The key design challenges of these ADCs are discussed here.

- The energy consumption of each building block of the system should be minimized as much as possible in order to improve the battery life of portable battery operated devices. Thus it is imperative to design low power and area efficient ADCs in such systems.
- SAR ADC is well suited for moderate resolution and energy efficient applications with their simple architecture. The feedback DAC in SAR ADC occupies large area because of the exponential relation between capacitor spread and resolution of ADC. Also, the switches used in this DAC cause distortion and reduce accuracy of ADC.
- The DSM ADCs are quite popular in achieving higher resolutions using low resolution quantizers by employing oversampling and noise shaping techniques. The power consumption is one of the main limitations of DSM ADCs due to their high sampling speeds.
- Biomedical signals such as the electroencephalogram (EEG), electrocardiogram (ECG), breathing quality, measures of blood parameters such as oxygenation, glucose, cholesterol, c-reactive protein (CRP), erythrocyte sedimentation rate (ESR), platelet count etc., have varying dynamic range and bandwidth. A variable resolution ADC would be required to optimize energy consumption at different intervals based on signal activity.

Designing ADCs with desired performance parameters, under the influence of above mentioned issues is quite challenging. Any further advancements in the design of ADCs either in terms of power consumption, signal to noise and distortion ratio (SNDR) or area efficiency can be a significant contribution to the field of mixed signal integrated circuit design. This research is the result of attempts to improve ADC designs in this direction.

### 1.2.1 Successive Approximation Register (SAR) ADC

SAR ADC detects an equivalent digital output of a sampled signal using binary search algorithm (Baker 2008a). In general, a binary search algorithm is used to detect position of a number from an array of sorted numbers. Initially, the target value is compared with middle number of array and then the output of comparator decides


Figure 1.3: Flow chart showing SAR ADC operation.


Figure 1.4: SAR ADC block diagram.
which half has to be considered for next comparison. This search continues until successful detection or array size becomes zero. If the array size is $N$, then $\log _{2}(N)$ comparisons take place in binary search. In SAR ADC, the number of reference levels reflect the array size. The sampled input is approximated to nearest reference level by the search algorithm. SAR ADC is named so because of successive determination of digital output from most significant bit (MSB) to least significant bit (LSB) by comparison with reference levels and employs a shift register to store bits serially till the end of conversion. The reference levels used in comparisons are generated through a feedback DAC. The working of a SAR ADC is depicted through the flow chart shown in figure 1.3.

In general, a typical SAR ADC is implemented using only three main blocks, as shown in figure 1.4. The comparison in each cycle is performed by comparator and its output is processed by SAR logic. It controls timing of all blocks and determines next reference level which is fed back through DAC. The comparator and SAR logic blocks are simple, adaptive to technology scaling and also consume less energy. Thus, most research efforts and explorations focus on improving the performance of DAC.

### 1.2.2 Delta Sigma Modulator (DSM) ADCs

DSM ADCs achieve a higher resolution by taking advantage of oversampling, noise shaping and decimation filter. This ADC operation can be interpreted easily by using spectrum analysis. Bennett's criteria says that the total quantization noise power $\left(\sigma_{q}^{2}\right)$ introduced by ADC is spread all over in spectrum. Thus, the power spectral density
of noise is inversely proportional to the sampling frequency $\left(\sigma_{q}^{2} / f_{s}\right)$. Hence, oversampling followed by low pass filtering reduces the total noise power. This phenomenon improves the signal to noise ratio (SNR) which leads to increase in effective number of bits (ENoB). The ratio of sampling frequency to Nyquist frequency is known as over sampling ratio (OSR). Equation (1.2) illustrates that, a 3 dB improvement in SNR can be achieved by doubling OSR (Baker 2008b, Schreier et al. 2005).

$$
\begin{align*}
O S R & =\frac{f_{s}}{2 f_{i n}} \\
Q_{\text {in-band }}^{2} & =\int_{-f_{i n}}^{f_{i n}} \frac{\sigma_{q}^{2}}{f_{s}} d f=\frac{\sigma_{q}^{2}}{O S R}  \tag{1.1}\\
S N R_{d B} & =6.02 N+1.76+10 \log _{10}(O S R) \tag{1.2}
\end{align*}
$$



Figure 1.5: $1^{\text {st }}$ order DSM ADC block diagram.

For further improvement in SNR, the noise is shifted from input signal bandwidth to higher frequencies using feedback technique. This phenomenon is known as noise shaping. Figure 1.5 shows the block diagram of first order DSM. The derivations for signal transfer function (STF) and noise transfer function (NTF) are as follows.

$$
\begin{align*}
V(z) & =\left(U(z)-z^{-1} V(z)\right) \frac{1}{1-z^{-1}}+Q(z)  \tag{1.3}\\
V(z)-z^{-1} V(z) & =U(z)-z^{-1} V(z)+\left(1-z^{-1}\right) Q(z) \\
V(z) & =U(z)+\left(1-z^{-1}\right) Q(z) \tag{1.4}
\end{align*}
$$

From equation (1.4), it can be seen that, $\mathrm{STF}=1$ and $\mathrm{NTF}=\left(1-z^{-1}\right)$

$$
\begin{align*}
|N T F|^{2} & =\left|1-z^{-1}\right|^{2}=\left|1-e^{-j \Omega}\right|^{2}=|1-\cos \Omega+j \sin \Omega|^{2} \\
& =(1-\cos \Omega)^{2}+\sin ^{2} \Omega=2-2 \cos \Omega \\
|N T F|^{2} & =2 \sin ^{2} \frac{\Omega}{2} \tag{1.5}
\end{align*}
$$

where $\Omega=2 \pi \frac{f}{f_{s}}$, is known as normalized angular frequency. Figure 1.6 shows the pictorial representation of noise power spectral density. The ratio of signal power to total noise power within signal bandwidth is called as in-band SNR. The total in-band noise power and SNR are calculated as follows.

$$
\begin{align*}
Q_{\text {in-band }}^{2}= & \int_{-\frac{\pi}{O S R}}^{\frac{\pi}{O S R}} \frac{\sigma_{q}^{2}}{2 \pi}|N T F|^{2} d \Omega  \tag{1.6}\\
= & \int_{-\frac{\pi}{O S R}}^{\frac{\pi}{O S R}} \frac{\sigma_{q}^{2}}{2 \pi} 2 \sin ^{2} \frac{\Omega}{2} d \Omega \\
= & \int_{-\frac{\pi}{O S R}} \frac{\sigma_{q}^{2}}{2 \pi} \Omega^{2} d \Omega \\
& \frac{\sigma_{q}^{2} \pi^{2}}{3 O S R} \\
Q_{\text {in-band }}^{2}= & \left(\because 2 \sin \frac{\Omega}{2} \approx \Omega \text { for } \Omega \ll \pi\right) \\
S N R_{d B}= & 6.02 N+1.76+30 \log _{10}(O S R)-10 \log _{10}\left(\frac{\pi^{2}}{3}\right) \tag{1.7}
\end{align*}
$$

Equation (1.8) shows that there is 9 dB improvement in SNR for every doubling of OSR which results in the increase in ENOB by 1.5 bits. Further, more noise shaping can be achieved by increasing the order of NTF.


Figure 1.6: DSM ADC spectrum response.

### 1.3 Prior Work

### 1.3.1 Conventional SAR ADC architectures

SAR ADC is well suited for moderate resolution and energy efficient applications as discussed earlier. The accuracy and power consumption of SAR ADCs are limited by the DAC. The quality and area of capacitor used in the DAC is improved by the evolution of CMOS technology. Along with this, the techniques such as capacitance calibration and trimming make the charge redistribution and charge sharing based capacitive DACs popular in terms of power consumption and control logic complexity.

McCreary and Gray (1975) introduced binary weighted capacitor array DAC with charge redistribution technique for the first time. All capacitors with value ranging from $C$ to $2^{N-1} C$ are connected in parallel as shown in figure 1.7. The input voltage is sampled through bottom plates, and the resultant voltage on top plate is conserved to $-V_{i n}$ in hold mode. By connecting the bottom plate of largest capacitor $\left(2^{N-1} C\right)$ to $V_{r e f}$, charge redistribution takes place and the voltage $V_{x}$ becomes $-V_{i n}+\frac{V_{r e f}}{2}$. In this case the total energy consumed from supply voltage is $2^{N-2} C V_{r e f}^{2}$. Next, the comparator outputs MSB, which decides next switching. If MSB is 1 , the bottom plate of $2^{N-2} C$ is switched to $V_{\text {ref }}$. Thus, the resultant voltage $V_{x}$ becomes $-V_{i n}+\frac{3 V_{r e f}}{4}$ and the switching energy is $2^{N-4} C V_{\text {ref }}^{2}$. On the other hand, when MSB is 0 , the bottom plates of $2^{N-2} C \& 2^{N-1} C$ are switched to $V_{r e f}$ and $G n d$ respectively. In this case, the voltage $V_{x}$ becomes $-V_{i n}+\frac{V_{r e f}}{4}$ and the switching energy is $5\left(2^{N-4} C V_{r e f}^{2}\right)$. This


Figure 1.7: Charge redistribution Capacitive DAC in sample mode.
procedure continues till the end of conversion. The parasitic capacitance of bottom plate has no effect on accuracy of conversion while top plate causes a little offset. Differential implementation suppresses all these errors. By assuming all codes are equiprobable, the average switching energy consumed by differential binary weighted DAC is calculated as

$$
\begin{align*}
E_{\text {Conventional }} & =\sum_{i=1}^{N}\left(2^{i}-1\right) 2^{N+1-2 i} C V_{\text {ref }}^{2} J \\
& \approx\left(\frac{2^{N+2}}{3}\right) C V_{\text {ref }}^{2} J \tag{1.9}
\end{align*}
$$

Ginsburg and Chandrakasan (2005) reported three new switching techniques for differential DACs namely two step switching, charge sharing and capacitor splitting to reduce the switching energy. Among them, capacitor splitting is more efficient. In this, the largest capacitor $\left(2^{N-2} C\right)$ is split into binary weighted capacitors $\left(2^{N-3} C\right.$, $\left.2^{N-4} C, \ldots, 2 C, C, C\right)$. When MSB is 0 , only $2^{N-3} C$ switched to $G n d$ which results $V_{x}=-V_{i n}+\frac{V_{r e f}}{4}$. In other case, it is similar to conventional switching. Thus, total capacitance is reduced by $50 \%$ and the switching energy consumed for $N$-bit DAC is

$$
\begin{align*}
E_{\text {cap_split }} & =\left(2^{N-1}+\sum_{i=2}^{N}\left(2^{i-1}-1\right) 2^{N+1-2 i}\right) C V_{r e f}^{2} J \\
& \approx\left(\frac{5}{3}\right) 2^{N-1} C V_{\text {ref }}^{2} J \tag{1.10}
\end{align*}
$$

Chang et al. (2007) proposed energy saving switching scheme that achieved $56 \%$ reduction in switching energy compared to the conventional one. In first two cycles, the DAC consumes less energy, compared to capacitor splitting technique.

$$
\begin{align*}
E_{\text {energy_saving }} & =\left(3\left(2^{N-3}\right)+\sum_{i=3}^{N}\left(2^{i-1}-1\right) 2^{N+1-2 i}\right) C V_{r e f}^{2} J \\
& \approx\left(\frac{14}{3}\right) 2^{N-3} C V_{r e f}^{2} J \tag{1.11}
\end{align*}
$$

Liu et al. (2010) reported monotonic switching procedure, in which only one of differential branch works at a time. The voltage on the differential branch either continues to increase or decrease. Thus, the common mode voltage at differential ends keeps on changing from $\frac{V_{\text {ref }}}{2}$ to 0 .

$$
\begin{align*}
E_{\text {monotonic }} & =\sum_{i=1}^{N-1}\left(2^{N-2-i}\right) C V_{\text {ref }}^{2} J \\
& \approx\left(2^{N-2}\right) C V_{r e f}^{2} J \tag{1.12}
\end{align*}
$$

Zhu et al. (2010) reported a $V_{c m}\left(\frac{V_{r e f}}{2}\right)$ based charge recovery switching procedure, in which bottom plates of all capacitors are connected to $V_{c m}$ instead of Gnd. It achieved $87.5 \%$ switching energy saving compared to the conventional one.

$$
\begin{align*}
E_{V_{c m-b a s e d}} & =\sum_{i=1}^{N}\left(2^{i-1}-1\right) 2^{N-2 i} C V_{r e f}^{2} J \\
& \approx\left(\frac{2^{N-1}}{3}\right) C V_{r e f}^{2} J \tag{1.13}
\end{align*}
$$

Hariprasath et al. (2010) proposed merged capacitor switching scheme (MCS) which resulted in $93.4 \%$ less energy consumption. In this, input signal is sampled on top plates while bottom plates are connected to $V_{c m}$. No energy is consumed during first comparison. Based on output bit $(N-1)$, the higher voltage side DAC capacitor $\left(2^{N-2} C\right)$ bottom plate is switched to $G n d$ and lower voltage side DAC bottom plate is switched to $V_{r e f}$. This gives higher accuracy and energy efficiency compared
to monotonic switching scheme, at the cost of additional reference voltage.

$$
\begin{align*}
E_{M C S} & =\sum_{i=1}^{N-1}\left(2^{i}-1\right) 2^{N-3-2 i} C V_{\text {ref }}^{2} J \\
& \approx\left(\frac{2^{N-2}}{3}\right) C V_{\text {ref }}^{2} J \tag{1.14}
\end{align*}
$$

Yuan and Lam (2012) proposed three level switching scheme, that reduces capacitor spread by $75 \%$ and energy by $96.89 \%$. The sampled differential inputs $V_{i p} \& V_{i m}$ are compared directly without any switching. The output MSB bit chooses DAC to perform switching throughout conversion. In second cycle, the lower voltage side DAC bottom plates switch to $V_{c m}$. Thus, the first two switchings consume zero energy. Based on the output bit $(N-2)$ being 1 or 0 , the capacitor $\left(2^{N-3} C\right)$ is either switch to $V_{\text {ref }}$ or $G n d$ respectively. This leads to variation in common mode voltage at differential ends.

$$
\begin{align*}
E_{\text {Yuan }} & =\sum_{i=1}^{N-2}\left(2^{i}-1\right) 2^{N-2 i-4} C V_{\text {ref }}^{2} J \\
& \approx\left(\frac{2^{N-3}}{3}\right) C V_{\text {ref }}^{2} J \tag{1.15}
\end{align*}
$$

Sanyal and Sun (2013) reported that most of the switching energy contribution is from first few comparison cycles only. They developed a new switching scheme, which could achieve 98.4 \% reduction in energy. The complexity of digital logic is increased and also common mode voltage is not constant.

$$
E_{\text {Sanyal }} \approx\left(\frac{11}{8}\right) 2^{N-6} C V_{r e f}^{2}
$$

Zhu et al. (2013) succeeded in achieving $97.66 \%$ energy efficiency as well as $75 \%$ reduction in capacitance area by combining $V_{c m}$ based and monotonic switching procedures.

$$
\begin{align*}
E_{V_{c m} \text { based monotonic }} & =\sum_{i=1}^{N-2} 2^{N-i-5} C V_{r e f}^{2} J \\
& \approx\left(2^{N-5}\right) C V_{r e f}^{2} J \tag{1.16}
\end{align*}
$$

Xie et al. (2014) proposed a hybrid switching procedure, in which zero switching energy is achieved in first three cycles. Afterwards, it follows monotonic switching procedure. Although it achieves 98.83 \% energy saving and $75 \%$ capacitance reduction compared to the conventional one, it has the same disadvantages as monotonic switching scheme.

$$
\begin{align*}
E_{\text {Hybrid }} & =\sum_{i=1}^{N-3} 2^{N-i-6} C V_{\text {ref }}^{2} J \\
& \approx\left(2^{N-6}\right) C V_{\text {ref }}^{2} J \tag{1.17}
\end{align*}
$$

Rahimi and Yavari (2014) reported a new trilevel switching method that maintains common mode voltage $\left(V_{c m}\right)$ at differential ends. The effect of $V_{c m}$ on accuracy of conversion is minimized, and the energy efficiency is about $93.7 \%$.

$$
\begin{align*}
E_{\text {New trilevel }} & =\sum_{i=1}^{N-2}\left(2^{i}-1\right) 2^{N-2 i-3} C V_{\text {ref }}^{2} J \\
& \approx\left(\frac{2^{N-2}}{3}\right) C V_{\text {ref }}^{2} J \tag{1.18}
\end{align*}
$$

Xie et al. (2015) proposed a new switching scheme which is same as capacitor splitting DAC structure except in the first two cycles and the last cycle. It uses $V_{c m}$ for last switching alone so that the accuracy of SAR ADC is not affected by $V_{c m}$. It achieves $96.91 \%$ energy efficiency over the conventional one but the common mode voltage varies from 0 to $V_{r e f}$.

$$
\begin{align*}
E_{X i e} & =\sum_{i=1}^{N-3}\left(2^{i}-1\right) 2^{N-2 i-4} C V_{r e f}^{2} J \\
& \approx\left(\frac{2^{N-3}}{3}\right) C V_{r e f}^{2} J \tag{1.19}
\end{align*}
$$

Yazdani et al. (2015) and Yazdani et al. (2016) proposed two new switching schemes that achieve $97.66 \%$ and $98.44 \%$ energy efficiency respectively. However, the capacitor spread is reduced by $50 \%$ only. The sampled input is divided by two because it is sampled on only half of capacitors in array. This eliminates the need for two supply
voltages and uses only $V_{c m}$ as a supply voltage.

$$
\begin{align*}
E_{Y a z d a n i ~_{1}} & =\sum_{i=1}^{N-2} 2^{N-i-5} C V_{\text {ref }}^{2} J \\
& \approx\left(2^{N-5}\right) C V_{\text {ref }}^{2} J  \tag{1.20}\\
E_{\text {Yazdani }_{2}}= & \sum_{i=1}^{N-2}\left(2^{i}-1\right) 2^{N-2 i-5} C V_{\text {ref }}^{2} J \\
\approx & \left(\frac{2^{N-4}}{3}\right) C V_{\text {ref }}^{2} J \tag{1.21}
\end{align*}
$$

Although the various switching schemes presented in literature achieve higher energy efficiency, they are not fully differential. This introduces non-linearity as well as complexity in the design of other blocks. This also increases the total power consumption of SAR ADC. This motivates us to look for energy efficient differential switching schemes for high precision SAR ADCs.

### 1.3.2 Noise shaping in SAR ADCs

The number of capacitors and the energy consumption are exponentially related to resolution ( $N$-bits) of converter in binary weighted capacitor DAC. One of the most attractive architectures from energy consumption and capacitor spread perspective is the one based on charge sharing.

Initially, Suarez et al. (1975) proposed a serial DAC employing charge sharing technique. The design is simple, with only two capacitors and four switches as shown in figure 1.8. Initially, both capacitors $C_{1}$ and $C_{2}$ are reset to zero. Digital to analog conversion starts with LSB and then serially continues with other bits. $C_{1}$ is charged to $V_{\text {ref }}$ or $G n d$ depending on whether LSB is 1 or 0 respectively. The charge is shared between $C_{1}$ and $C_{2}$ through switch $S_{1}$. In the next cycle, $C_{2}$ holds the charge and $C_{1}$ is charged to $V_{\text {ref }}$ or $G n d$. This process repeats until the conversion ends. The final voltage on capacitor $C_{2}$ is calculated as

$$
\begin{equation*}
V_{2}(N)=\sum_{i=1}^{N} \frac{2^{i} D_{i}}{2^{N+1}} V_{r e f} \tag{1.22}
\end{equation*}
$$



Figure 1.8: Serial DAC.

Serial DAC takes $N$ charging cycles to convert $N$-bit data. In SAR ADC, MSB is determined first by setting LSB as 1 . The comparator output is stored in a shift register and is subsequently used for next bit detection. The charging cycle is incremented by one for each bit detection from MSB to LSB. Thus, SAR ADC requires $\frac{N(N+1)}{2}$ clock cycles to achieve $N$-bit resolution. The accuracy is also affected by the parasitic capacitance of switches. This limits the use of serial DAC to moderate resolution and moderate speed applications.


Figure 1.9: Two capacitor charge redistribution DAC.

Zheng et al. (1999) reported a two capacitor charge redistribution DAC based on switched capacitor integrator, as shown in figure 1.9. Initially, $C_{1}$ is charged to $-V_{\text {ref }}$, $C_{2}$ and $C_{f}$ are discharged to 0 . The conversion begins with MSB. In the first phase, the capacitors $C_{1}$ and $C_{2}$ involve in charge sharing through $\phi_{1}$. If bit is $1, \phi_{x}$ is ON such that it puts an equivalent opposite charge on $C_{f}$. If bit is $0, \phi_{y}$ is ON instead of $\phi_{x}$. In second phase, the capacitor $C_{2}$ is discharged through $\phi_{2}$ while the charge on $C_{1}$ is preserved for next cycle. This DAC requires $N$ clock cycles for $N$-bit conversion.

Thus, the SAR ADC requires 1.5 N clock cycles for total conversion. Techniques for capacitance mismatch error cancellation have also been employed in DAC.

Chen et al. (2013) proposed noise shaping SAR ADC using three capacitors as shown in figure 1.10. In the first phase, the input is sampled on capacitor $C_{2}$ through $\phi_{4}$ and $\phi_{5}$ switches and $C_{1}$ is charged to $V_{r e f}$ through $\phi_{1}$. The charge on $C_{2}$ is transferred to $C_{f}$ by closing $\phi_{6}$ and $\phi_{3}$ in the next phase of sampling cycle. In next cycle, $\phi_{3}$ is OFF and $\phi_{2}$ is ON such that the charge on $C_{1}$ is shared between $C_{1}$ and $C_{2}$ while transferring equal charge to capacitor $C_{f}$. The output voltage becomes $V_{i n}-\frac{V_{r e f}}{2}$ and is fed to the comparator. The comparator outputs MSB based on the sign of output voltage. In the next phase, $\phi_{2}$ is OFF and the capacitor $C_{2}$ is discharged through $\phi_{3}$ and $\phi_{5}$ if MSB is 1 or through $\phi_{3}$ and $\phi_{6}$ if MSB is 0 . Thus $N$-bit SAR ADC needs $N+1$ clock cycles. The voltage dependent switch parasitic capacitance introduces non-linearity in conversion.


Figure 1.10: Noise shaping SAR ADC.

Alvarez-Fontecilla and Abusleme (2015) proposed a fully differential passive reference sharing SAR ADC using $(N+1)$ capacitors and a comparator. The theoretical analysis proves that the accuracy of ADC is affected by noise and non-linearity. The parasitic capacitance and design complexity of switching logic restricts its use to low resolution and low speed applications only.

All these schemes used the charge redistribution technique to reduce the capacitor spread and switching energy. In this technique, the charge required for conversion is derived from reference voltage for every bit of the decision. This causes distortion in ADC output due to signal-dependent inaccuracies associated with the reference voltage. In an attempt to overcome this issue, Craninckx and Van der Plas (2007) proposed a charge sharing technique, in which, all the charge required for a conversion
is drawn in a single cycle from reference voltage and the conversion is performed passively.

Further, a charge sharing SAR ADC using asynchronous logic controller is proposed in Rabuske and Fernandes (2017). It uses two track and hold (TH) circuits, each with 35 unit capacitors. Also, a precision passive charge sharing DACs for SAR ADCs are reported in Chen et al. (2018). All these designs used explicit TH circuits which results in higher input buffer power consumption as well as large area. The second drawback is that the comparator sees different capacitances $(C)$ at its input nodes in each comparison cycle. Consequently, the DAC voltage ( $V=Q / C$ ) observed by the comparator decreases from cycle to cycle. This makes the ADC non-linear with comparator offset and also it becomes less noise tolerant.

Biomedical signals such as EEG, ECG, breathing quality, measures of blood parameters such as oxygenation, glucose, cholesterol, CRP, ESR, platelet count etc., have varying dynamic range and bandwidth. In addition, within a given application like ECG, to accomplish low and high resolution tasks at different intervals, a variable resolution ADC may be optimal. Hence, a power-efficient and fully programmable resolution ADC can substantially reduce the size and cost of the wireless body sensor network (WBSN). Le et al. (2005) proposed a variable resolution ADC with a innovative binary search algorithm. Based on the input signal and the comparator output, the proposed algorithm will select the appropriate voltage reference in every clock cycle, and thus at the end of $N^{t h}$ comparison, the equivalent $N$-bit output is available.

O'Driscoll et al. (2011) presented an adaptive resolution ADC array for neural sensor using charge redistribution SAR ADC as a base cell. Chaturvedi et al. (2013) proposed a $1 \mathrm{MS} / \mathrm{s}$ SAR ADC with a ping-pong input sampling scheme for multichannel input to alleviate the bandwidth requirement of the input buffer. Also, the resolution of ADC could be varied from 8-bit to 1-bit. Yip and Chandrakasan (2013) reported a power scalable SAR ADC with a resolution reconfigurable from 5-bit to 10bit using segmented DAC structures. In Srinivasan and Balsara (2014), Polineni and Gupta (2015), Chen et al. (2017), Nasserian et al. (2019), adaptive resolution ADC architectures are presented for implantable sensors. In all these papers, SAR ADC is designed with binary weighted capacitive DAC using different switching methods.

José (2011) presents a tutorial on design of DSMs. This explores the operating principles, design methods, circuit models and practical issues. A review on innovative

DSM architectures design and their applications has also been reported. José et al. (2015) discusses cutting edge DSM architectures suitable for contemporary applications along with their limitations. Moreover, this explores the evolution of strategies for future DSMs.

### 1.4 Thesis Contributions

The main purpose of this research is to design energy efficient ADCs for biomedical signal applications. The key contributions of this research work is listed below.

- A fully differential MSB capacitor split switching technique for binary weighted capacitive DAC based SAR ADC is proposed. To validate the performance of this proposed design, a 10-bit binary weighed capacitive DAC based SAR ADC is designed with a supply voltage of 0.5 V in UMC 90 nm CMOS technology.
- A switched capacitor based SAR ADC employing a passive reference charge sharing and charge accumulation technique is proposed to reduce the number of unit capacitors required significantly in the design of DAC and hence saving the area of the circuit. This architecture is modelled in MATLAB along with practical considerations which helped to define the limitations. The proposed architecture is designed and laid out in UMC 180 nm CMOS technology for target resolution of 11-bit and validated through the post layout extracted simulation results.
- A fully differential switched capacitor integrator based programmable resolution hybrid ADC architecture for biomedical applications is proposed by integrating DSM with switched capacitor SAR ADC. The model for this architecture is developed using MATLAB and distortion analysis is carried by incorporating all non-idealities.
- The performance of programmable resolution hybrid ADC architecture is validated by designing an 8 -bit to 15 -bit programmable resolution ADC in UMC 180 nm CMOS technology with a supply voltage of 1.8 V . Also, the design is laid out and verified with the post layout extracted simulation results.


### 1.5 Thesis Organization

The thesis is organized as follows.

- In chapter 1 , a concise discussion is provided on the motivation to choose this research topic, which is followed by the overview of ADCs and design challenges. Also, a detailed discussion on the working principles of SAR ADC, DSM ADC and their applications is presented. After that, a systematic study on state of the art designs corresponding to energy efficient switching schemes for feedback DAC in SAR ADCs, noise shaped SAR ADCs, switched capacitor ADCs and variable resolution ADCs is presented.
- In chapter 2, we propose a novel energy efficient, fully differential switching technique for feedback binary weighted capacitive DAC in SAR ADCs. The proposed technique is validated by the design and simulation of a 10-bit SAR ADC using UMC 90 nm CMOS 1P9M technology for low frequency applications.
- Chapter 3 presents a switched capacitor based SAR ADC employing a passive reference charge sharing and charge accumulation technique. Also, the practical limitations in the design and simulation of the proposed architecture are explored by modelling in MATLAB. Finally, the proposed architecture is validated by a 11-bit SAR ADC design and post-layout simulations.
- Chapter 4 presents a design and simulation of fully differential switched capacitor based hybrid ADC with variable resolution from 8 -bit to 15 -bit for low frequency applications. It analyzes the distortion caused by the capacitors' mismatch and operational transconductance amplifier (OTA). Also, the design and simulation of OTA with programmable slew rate and unity gain bandwidth (UGB) is presented.
- Finally, the concluding remarks of this thesis are presented in chapter 5. Also, it lists the potential methods of optimizing the proposed designs as future scope of research.


## Chapter 2

## Design and simulation of SAR ADC with a novel energy efficient differential switching technique for binary weighted capacitive feedback DAC

SAR ADC is well suited for moderate resolution and energy efficient applications such as biomedical signal acquisition. The comparator, feedback DAC and SAR control logic are the building blocks of SAR ADC. Among these, the feedback DAC consumes more energy as well as area compared to the dynamic comparator and the digital control logic. Therefore, in an attempt to reduce energy consumption, a novel energy efficient differential switching technique for binary weighted capacitive feedback DAC is proposed in this chapter. Initially, it is modelled and behavioural simulations are performed using MATLAB. To validate the proposed switching technique, a 10-bit SAR ADC is designed with binary weighted capacitive DAC. Specifications of SAR ADC are presented below.

- Resolution $\mathrm{N}=10$-bits.
- Input bandwidth $f_{i n B}=1 \mathrm{kHz}$.
- Sampling frequency $f_{s}=10 \mathrm{kS} / \mathrm{s}$
- Supply voltage $V_{d d}=0.5 \mathrm{~V}$.
- INL < 0.5 LSB and DNL < 0.5 LSB.
- UMC 90 nm CMOS 1P9M process technology.


### 2.1 A novel energy efficient differential switching technique.

The proposed switching scheme is based on fully differential MSB capacitor split technique. The circuit level realization of proposed 10-bit SAR ADC is shown in figure 2.1. In sampling phase, the top plates of all capacitors in DAC are connected to differential input signals. The bottom plates of MSB sub array capacitors are connected to input signals and the remaining capacitors' bottom plates are connected to Gnd. This allows the differential input signals to be sampled only on LSB capacitor array.


Figure 2.1: Proposed 10-bit SAR ADC architecture.

A 4-bit SAR ADC shown in figures 2.2, 2.3, 2.4 is used for describing the proposed switching technique. Here, $C_{2}=2 C$ and $C_{1}=C_{0}=C$. After sampling phase, the bottom plates of MSB capacitor sub array are connected to $V_{c m}$ (i.e. $0.5 V_{r e f}$ ) as shown



Figure 2.3: Proposed switching technique with 4-bit SAR ADC example.


Figure 2.4: Proposed switching technique with 4-bit SAR ADC example.
in figure 2.2. By applying superposition theorem, the voltages on DACP and DACN are calculated as $\frac{V_{i p}}{2}+\frac{V_{c m}}{2}$ and $\frac{V_{i m}}{2}+\frac{V_{c m}}{2}$ respectively. Here, DACP and DACN are the fully differential DACs, which are connected to the positive and negative terminals of the comparator respectively. MSB $\left(D_{3}\right)$ is determined by comparing the voltages on DACP and DACN, which is equivalent to comparing $V_{i p}$ with $V_{i m}$. If $V_{i p}>V_{i m}$ then $\operatorname{MSB}\left(D_{3}\right)$ is 1 otherwise 0 .

The division of input signals by 2 along with the differential comparison used in this switching scheme makes $V_{c m}\left(=0.5 V_{r e f}\right)$ as supply voltage for DACs. The MSB capacitor is charged to $\frac{V_{i p}}{2}-\frac{V_{c m}}{2}$ in DACP and $\frac{V_{i m}}{2}-\frac{V_{c m}}{2}$ in DACN. The net charge drawn from the supply voltage is shown in equation (2.1) and it is zero. Thus the energy consumed in the first switching step is zero.

$$
\begin{align*}
\Delta q & =2^{N-2} C\left(\frac{V_{c m}}{2}-\frac{V_{i p}}{2}\right)+2^{N-2} C\left(\frac{V_{c m}}{2}-\frac{V_{i m}}{2}\right) \\
& =2^{N-2} C\left(V_{c m}-\frac{V_{i p}+V_{i m}}{2}\right) \\
& =0 \quad \quad\left(\because V_{c m}=\frac{V_{i p}+V_{i m}}{2}\right) \tag{2.1}
\end{align*}
$$

In the second step, if $D_{3}$ is $1(0)$ then the bottom plate of $C_{2}$ capacitor in MSB sub array of DACP (DACN) is connected to $G n d$ and the bottom plate of $C_{2}$ capacitor in LSB sub array of DACN (DACP) is connected to $V_{c m}$. This switching reduces the voltage on DACP (DACN) by $V_{c m} / 4$ and increases the voltage on DACN (DACP) by $V_{c m} / 4$. This is equivalent to comparing $V_{i p}-V_{i m}$ with $0.5 V_{r e f}\left(-0.5 V_{r e f}\right)$. Similarly, the third switching step depends on second bit $\left(D_{2}\right)$ as shown in figures 2.3, 2.4. This process repeats and calculates the remaining bits till $D_{1}$ bit. In LSB generation $\left(D_{0}\right)$, only one DAC (either DACP or DACN depends on $D_{1}$ ) switches. If $D_{1}$ is 1 (0) then MSB sub array capacitor $C_{0}$ bottom plate in DACP (DACN) switches to Gnd. LSB $\left(D_{0}\right)$ is obtained from the comparator by comparison of DACP and DACN voltages. The proposed switching scheme is built on a single reference voltage and constant common mode voltage at the comparator inputs. Thus, the linearity of ADC is improved compared to existing switching techniques. Assuming all codes are equiprobable, the average switching energy consumption for $N$-bit SAR ADC is
obtained as in equation (2.2).

$$
\begin{align*}
E_{\text {proposed }} & =\sum_{i=1}^{N-2}\left(2^{i}-1\right) 2^{N-2 i-4} C V_{\text {ref }}^{2} J \\
& =\left(\frac{2^{N-3}}{3}+\frac{2^{-N}}{3}-0.25\right) C V_{\text {ref }}^{2} \quad J \tag{2.2}
\end{align*}
$$

### 2.2 Comparison with existing switching schemes

The behavioural simulations of the proposed switching technique and the switching schemes presented in Rahimi and Yavari (2014), Yazdani et al. (2015, 2016) were carried out for 10 -bit SAR ADC in MATLAB. The switching energy consumed by the DAC to determine all digital output codes from their equivalent analog input voltages is calculated and plotted in figure 2.5. The average switching energy of proposed fully differential 10-bit SAR ADC is $42.4 C V_{r e f}^{2}$ and it is $96.89 \%$ more energy efficient than the conventional switching schemes.


Figure 2.5: Switching energy per each code.

Figure 2.5 shows that the switching schemes presented in Yazdani et al. (2015),Yazdani et al. (2016) consume less energy than the proposed one, but this happens at the cost of comparator input common mode voltage variation. This variation in common mode voltage increases the design complexity of comparator and also changes the comparator offset. This leads to increased power consumption and non linearity in SAR
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Figure 2.6: The differential voltages on DACP and DACN during conversion.

ADC. The proposed switching scheme maintains constant common mode voltage by differential change in DACP, DACN voltages as shown in figure 2.6. Table 2.1 presents a comparison of the proposed switching scheme and those reported in state of the art.

### 2.3 Circuit level implementation of SAR ADC

In general, a typical SAR ADC is implemented using only three main blocks, Capacitive DAC, comparator and SAR logic controller.

### 2.3.1 Capacitive DAC

In a SAR ADC, a capacitive DAC is commonly used to generate weighted reference voltages. Compared to a resistive DAC, the capacitor array is more easily fabricated with less mismatch errors, and it is also more power-efficient.

### 2.3.1.1 Choosing the capacitance value

The binary weighted capacitive DAC consists of $2^{N}$ unit capacitors for $N$-bit resolution. The capacitance value is determined from the thermal noise and capacitor mismatch for required accuracy.

- The unit capacitor, denoted as $C$, should be kept as small as possible for energy saving because the DAC energy consumption is proportional to $C V_{r e f}^{2}$.
- The thermal noise of a simple RC circuit (e.g., a sampling circuit) is given by $\mathrm{kT} / \mathrm{C}$, which imposes a lower bound on the minimum required capacitance to achieve a given signal-to-noise ratio. Therefore, the thermal noise is inversely proportional to unit capacitance $C$.
- With respect to matching, a smaller capacitance typically has a smaller area, which results in higher mismatch as given by Pelgrom's inverse-area mismatch model (Pelgrom et al. 1989). Thus, the mismatch also imposes another lower bound on unit capacitance.

The lower bound on unit capacitance is determined by mismatch and noise, whichever is minimum and the higher bound is determined by the energy consumption. In binary weighted capacitive feedback DAC based SAR ADCs, the minimum capacitance is limited by the mismatch, rather than the thermal noise.

### 2.3.1.2 Choosing type of capacitor

Analog integrated circuits (ICs) use various types of integrated capacitors utilizing Metal-Oxide-Semiconductor (MOS), p-n junction, metal-insulator-metal (MIM), polysilicon-insulator-polysilicon (PIP), metal-oxide-metal (MOM), and other structures.

- MOS and p-n junction capacitors offer highly non-linear capacitances. Particularly, they are useful in certain applications like compensation, bypassing and delay circuits.
- A PIP capacitor have superior area density and matching properties, however, they are no longer supported by semiconductor foundries in technologies below 180 nm .
- MIM capacitors have better area efficiency, however, they are typically attributed with strict layout design rules which limit the minimum MIM capacitance to several femto farads or tens of femto farads. In addition, special dedicated metal layers, high-k dielectric and process steps required by MIM capacitors are less likely supported by all process technologies.
- The capacitive coupling between the lateral metals generated by standard metallization wiring lines, optionally, vias and normal dielectric is exploited by MOM capacitors. Lateral capacitive coupling provides better matching characteristics than vertical coupling because the lateral dimensions have better process control than the metal and dielectric layer thicknesses. Several metal layers are bound in parallel by vias, helping to create a vertical metal layer or grid, to achieve the maximum capacitance density. In general, the metal layers M1-M6 with optimum metal width and spacing are used for MOM capacitors to maximize the capacitance density particularly in deep sub micron ( $<100 \mathrm{~nm}$ ) technologies.

Finally, from the state of art, the MIM capacitors are preferred because they provide larger on-chip capacitances. On the other hand, MOM capacitors are useful for small capacitors ( $\mathrm{fF} /$ sub fF ) with good enough matching and small parasitics.

Typically, MOM structures support symmetric form and asymmetric form in UMC 90 nm process technology. The two ports of symmetric capacitor are mirrored to one another and the number of fingers per layer are limited to even numbers to preserve the symmetry. In asymmetric MOM structures, one port (bottom port) is connected to metal1 (M1), which shields the other port (top port) from the substrate identical to typical planar MIM capacitor. The finger count per layer is limited to an odd number. The guard ring (ground ring) around the MOM capacitance tends to reduce the external parasitic coupling from outside environment.

### 2.3.1.3 Modelling capacitor mismatches in MATLAB

The capacitor mismatch introduces offset and non-linearity in ADC transfer characteristics. In general, the random variations in step sizes is measured by differential non-linearity (DNL) and the correlation between successive step sizes is measured by integral non-linearity (INL). To study the effects of capacitor mismatch on SAR ADC linearity and SNDR, a unit capacitor with a Gaussian distribution is modelled in MATLAB. The capacitive DACs are built using these models, and the non-linearities such as INL and DNL are calculated per code. The DNL and INL per code are measured by assuming $1 \%$ standard deviation in $\Delta C / C$ since all fabrication technologies mention less than $1 \% C$ capacitor mismatch. A 10-bit SAR ADC is implemented with proposed switching technique by incorporating capacitance mismatch in MATLAB. Using the Monte Carlo process, the effects of mismatch variations on ADC transfer
characteristics are simulated for 100 runs. The DNL and INL per code are calculated and plotted as shown in figure 2.7. It can be observed that the DNL and INL are less than $\pm 0.5 \mathrm{LSB}$ for all codes.


Figure 2.7: Proposed 10-bit SAR ADC Monte Carlo simulations for 100 runs: (a) DNL, (b) INL per each code.

Further, the dynamic characteristics dependence on capacitor mismatch is found through single tone testing. The mean SNDR with respect to standard deviation


Figure 2.8: SNDR vs capacitor mismatch standard deviation.
of unit capacitor $\left(\sigma_{\Delta C / C}\right)$ is plotted in figure 2.8. One can observe that, with ideal capacitors SNDR is close to the ideal 61 dB and as the capacitor mismatch increases SNDR starts degrading.

The plot suggests that a capacitor mismatch of $3 \%$ is acceptable up to 3 dB SNDR degradation, but since the values shown in this figure 2.8 are mean values and also depend on the random numbers used to generate the capacitor mismatch, the resulting SNDR values may vary. Monte Carlo simulations use pseudo-randomly generated


Figure 2.9: Monte Carlo simulations per 100 runs for capacitor mismatch.
numbers by repeated sampling to solve complex numerical problems. The parameters for each sample are different and unique, allowing distribution in the results. Figure 2.9 shows the SNDR distribution for a mismatch of $1 \%$. The SNDR distribution starts close to the ideal 61 dB , has a peak around 60.5 dB and tail towards lower values. Out of the 100 samples taken not a single one falls below 59 dB which suggests that the previously calculated capacitor matching requirement is a realistic estimate. Therefore, it can be concluded that the unit capacitance value $(C)$ should be chosen in such a way that, it guarantees $1 \%$ standard deviation of capacitance mismatch $\left(\sigma_{\Delta C / C}\right)$. In UMC 90 nm technology, 140 fF capacitance guarantees $1 \%$ standard deviation of $\Delta C / C$.

### 2.3.2 Comparator

The comparator is crucially important block of ADC. In its simplest form, the comparator can be considered as a 1-bit ADC. The characteristics of comparator plays a significant role in ADC characterization. In general, comparators are categorized as continuous time (static) comparators and discrete time (dynamic) comparators. Static comparators are composed of operational amplifiers of high gain followed by


Figure 2.10: StrongARM dynamic comparator.
buffers. These comparators fail to achieve low power consumption and reduced die area at high speeds. In other words, the design of high-speed comparators requires larger bias currents, leads to higher power consumption and die area. In SAR ADC, the comparator functions only in certain time of interval after the voltage on feedback DACs settles down. Dynamic comparators that are operated by a clock are appropriate in such applications. These are also referred to as regenerative comparators or a latch, in which, the strong positive feedback used to accomplish the comparison at high speeds.

There are several architectures reported in literature for latch based comparators. Among all, strongARM latch is quite familiar for its high input impedance, rail-torail output swing, ideally zero static power consumption, and good robustness against noise and mismatch. The circuit diagram of strongARM comparator is shown in figure 2.10. It operates in two phases, the reset and the regeneration phase. Initially, the differential output nodes are charged to the supply voltage in reset phase. Further, in the regeneration phase, the output node voltages discharge to ground at differing rates depending on the input voltages. When these node voltages are low enough, one of the cross coupled inverters is triggered and initiates regeneration. The strong positive feedback between the cross coupled inverters pulls one of the outputs towards supply voltage, and another one is pulled to ground. The operation of comparator in two phases is depicted through figure 2.11 for a case of $v_{i p}>v_{i m}$.

One of the key factors in designing a latch comparator for SAR ADC applications is the comparator's delay, which limits the maximum sampling rate that can be achieved. As shown in figure 2.11, the delay of this comparator is comprised of two time delays, $t_{o n}$ and $t_{\text {latch }}$ (Babayan-Mashhadi and Lotfi 2014). The delay $t_{o n}$ represents the capacitive discharge of the load capacitance $C_{L}$ until one of the p-channel transistors $\left(M_{6}\right.$ or $\left.M_{7}\right)$ turns on. If the voltage at node $v_{i p}$ is greater than $v_{i m}$ (i.e., $v i p>v_{i m}$ ), the transistor $M_{1}$ discharges 'outm' node faster compared to the 'outp' node, which is driven by the transistor $M_{2}$. Consequently, the discharge delay time $\left(t_{o n}\right)$ is given by equation (2.3).

$$
\begin{equation*}
t_{0}=\frac{C_{L}\left|V_{t h p}\right|}{I_{2}} \approx 2 \frac{C_{L}\left|V_{t h p}\right|}{I_{\text {tail }}} \tag{2.3}
\end{equation*}
$$

The second term, $t_{\text {latch }}$, is the latching delay of two cross coupled inverters i.e. the time taken by the positive feedback of cross coupled inverters to reach the output


Figure 2.11: Comparator transient characteristics.
difference voltage of $V_{D D} / 2$ from an initial output difference voltage $\Delta V_{o}$. The output difference voltage ( $\Delta V_{o}$ ) can be calculated from $t_{o n}$ and is given by equation (2.4). Here, $g_{m, 1,2}$ is transconductance of $M_{1}, M_{2}$ and $\beta$ is current factor.

$$
\begin{align*}
\Delta V_{o} & =\left|V_{\text {outp }}\left(t_{1}\right)-V_{\text {outn }}\left(t_{1}\right)\right| \\
& =\frac{\left(I_{1}-I_{2}\right) t_{\text {on }}}{C_{L}}=\left|V_{\text {thp }}\right| \frac{\Delta I}{I_{1}}=\left|V_{\text {thp }}\right| \frac{g_{m 1,2} \Delta V_{\text {in }}}{I_{1}} \\
& =2\left|V_{\text {thp }}\right| \frac{\sqrt{\beta_{1,2} I_{\text {tail }}} \Delta V_{\text {in }}}{I_{\text {tail }}} \tag{2.4}
\end{align*}
$$

The latch delay time $t_{\text {latch }}$ is given by equation (2.5). In fact, this delay depends on the initial output voltage difference at the beginning of the regeneration $\left(\Delta V_{o}\right)$, in a logarithmic manner.

$$
\begin{equation*}
t_{\text {latch }}=\frac{C_{L}}{g_{m, e f f}} \ln \left(\frac{\Delta V_{\text {out }}}{\Delta V_{o}}\right)=\frac{C_{L}}{g_{m, e f f}} \ln \left(\frac{V_{D D} / 2}{\Delta V_{o}}\right) \tag{2.5}
\end{equation*}
$$

where $g_{m, e f f}$ is the effective transconductance of the cross coupled inverters. The delay expression for strongARM comparator is calculated by combining all these equations.

$$
\begin{equation*}
t_{\text {delay }}=t_{\text {on }}+t_{\text {latch }}=\frac{C_{L}\left|V_{\text {thp }}\right|}{I_{\text {tail }}}+\frac{C_{L}}{g_{m, \text { eff }}} \ln \left(\frac{V_{D D}}{4\left|V_{\text {thp }}\right| \Delta V_{\text {in }}} \sqrt{\frac{I_{\text {tail }}}{\beta_{1,2}}}\right) \tag{2.6}
\end{equation*}
$$



Figure 2.12: Comparator delay $\left(t_{\text {delay }}\right)$ vs. Input voltage difference $\left(\Delta V_{i n}\right)$.


Figure 2.13: Comparator delay vs. Temperature for $\Delta V_{i n}=100 \mu V$ across corners.
Equation (2.6) explains the impact of various parameters. The total delay is directly proportional to the comparator load capacitance $C_{L}$. In this design, there is no separate load capacitor $C_{L}$, it is a combination of parasitic capacitances at output nodes. The delay is inversely proportional to the input difference voltage ( $\Delta V_{i n}$ ), which


Figure 2.14: Monte Carlo simulations for 100 runs: Histogram of comparator delay for $\Delta V_{i n}=100 \mu V$.
is endorsed by the simulation result as shown in figure 2.12. To find out the worst case delay, the corner analysis has been carried out at different corners with temperature variation. Figure 2.13 plots the delay as a function of temperature, at different corners for input difference voltage of $100 \mu V$. The delay decreases with temperature in all corners because of proportional relationship between current and temperature. The worst case delay is 193.8 ns , which occurs at slow NMOS slow PMOS (ss) corner at $-40^{\circ} \mathrm{C}$ for $100 \mu V$ input voltage difference. The Monte Carlo analysis gives the effect of process and mismatch on comparator delay. Figure 2.14 plots the histogram of delay for 100 Monte Carlo runs with input difference voltage $100 \mu V$ at room temperature $\left(27^{\circ} \mathrm{C}\right)$. The histogram plot shows that the mean value of comparator delay is 8.7 ns and the standard deviation is 1.2 ns . Also, it can be observed that the maximum comparator delay is around 16 ns .

Another main characteristic of a comparator is energy consumption. Figure 2.15 plots the energy per conversion with input difference voltage ( $\Delta V_{i n}$ ). It is observed that the energy per conversion is inversely related to absolute value of input difference voltage $\left(\left|\Delta V_{\text {in }}\right|\right)$. The reason behind this relation is that the delay increases as the input difference voltage decreases, i.e. the current path exists for large time from supply voltage to ground. Further, the corner analysis has been carried out to calculate the maximum energy consumption per conversion. Figure 2.16 plots the energy as a function of temperature, at different corners for input difference voltage of $100 \mu V$.


Figure 2.15: Comparator energy per conversion vs. Input voltage difference ( $\Delta V_{i n}$ ).


Figure 2.16: Comparator energy per conversion vs. Temperature for $\Delta V_{i n}=100 \mu V$ across corners.

The energy per conversion increases with temperature because the short circuit current increases. Also, it is more in fast NMOS fast PMOS (ff) corner because of the larger short circuit current from supply voltage to ground.

Another important characteristic of comparator is its offset and hysteresis. If it is not designed properly, the comparator offset can degrade the SNDR of SAR ADC. Therefore, to estimate this effect, the comparator offset parameter is incorporated into 10-bit SAR ADC model in MATLAB and behavioural simulations are carried out. Figure 2.17 shows the SAR ADC SNDR variation with respect to comparator
offset. It guarantees 58 dB SNDR for absolute offset value, which is less than $500 \mu V$. The comparator offset can be reduced by increasing the transconductance of input transistors pair and latch transistors. The comparator is designed and simulated in cadence using UMC 90 nm process technology. The design is optimized and the transistor dimensions are scaled to get an absolute offset less than $100 \mu V$. Table 2.2 shows the width (W) and length (L) of each transistor used in the comparator.


Figure 2.17: Comparator offset vs. 10 -bit SAR ADC SNDR.

Table 2.2: Transistor sizes of strongARM comparator.

| Transistor | $\mathrm{W}(\mu m) / \mathrm{L}(\mu m)$ |
| :---: | :---: |
| $M_{1}, M_{2}, M_{3}$ | $0.48 / 0.08$ |
| $M_{4}, M_{5}$ | $2.4 / 0.08$ |
| $M_{6}, M_{7}$ | $7.2 / 0.08$ |
| $M_{8}, M_{9}$ | $0.12 / 0.08$ |

Figure 2.18 shows the transfer characteristics of comparator from low to high and high to low. Here, two offsets are observed, one is when comparator output is ' 0 ' is called as offset $t_{0}$ and the other one when comparator output is ' 1 ' is called as offset ${ }_{1}$. The difference between these two offsets is known as hysteresis of comparator. From the simulation results, the offset ${ }_{0}$, offset ${ }_{1}$ and hysteresis values calculated at room temperature $\left(27^{\circ} \mathrm{C}\right)$ are $-9 \mu V,-73 \mu V$ and $64 \mu V$ respectively. Monte Carlo analysis is used to estimate the effect of process and mismatch variations on comparator offsets and hysteresis. Figure 2.19 plots the histograms of offset ${ }_{0}$, offset ${ }_{1}$ and hysteresis for 100


Figure 2.18: Comparator transfer characteristics.

Monte Carlo runs. The mean values and standard deviations of offsets and hysteresis are calculated as $\mu_{o f f s e t_{0}}=-9.64 \mu V, \mu_{o f f \text { set }_{1}}=-72.36 \mu V, \mu_{\text {hysterisis }}=62.72 \mu \mathrm{~V}$ and $\sigma_{\text {offset }_{0}}=1.389 \mu V, \sigma_{\text {offset }_{1}}=5.921 \mu V, \sigma_{\text {hysterisis }}=5.276 \mu V$ from the Monte Carlo analysis. These are far lower than 1 LSB and therefore they are within the acceptable limits.


Figure 2.19: Monte Carlo simulations per 100 runs: (a) of $f$ set $_{0}{\text { histogram, (b) off } \text { set }_{1}}^{\text {( }}$ histogram, (c) Hysteresis histogram.

### 2.3.3 SAR logic controller

The proposed switching technique for binary weighted capacitive feedback DAC in SAR ADC, previously described in section 2.1 is implemented using digital logic circuits. The proposed ADC utilizes a synchronous SAR logic controller, which generates the sample signal and the switch control signals for the feedback capacitive DAC. This SAR logic controller requires twelve clock cycles for each sample conversion. In those twelve clock cycles, the first two clock cycles are used for sampling the input on capacitive DAC array and the subsequent ten clock cycles used for data conversion purpose, here, each bit is determined sequentially. The detected bit determines the switch control logic for capacitive DAC in next clock cycle. At the end of $12^{\text {th }}$ cycle, the digital code stored in parallel in parallel out (PIPO) register and a reset signal is generated with a small delay. Figure 2.20 shows the timing diagram of clock signals and switch logic control signals graphically.


Figure 2.20: Timing diagram of clock signals for SAR control logic.

The comparator commences the comparison at the positive edge of clock cycle and generates the output. Thus, the digital output is sampled onto the serial in parallel out (SIPO) register on negative edge of clock and determines the switch control logic.


Figure 2.21: Circuit diagram of clock signals for SAR control logic.


Figure 2.22: Delay circuit.

The charge redistribution takes place when clock is 'low' and ready for comparison at the positive edge of clock cycle.

As shown in figure 2.21, 12 negative edge asynchronous active low set-reset D-FFs (Flip Flops) are used to produce sample signal and 10 clock cycles ( $c l k_{1}$ to $c l k_{10}$ ). Initially, all D-FFs are set 'low' by active low reset signal. The input of first $\mathrm{D}-\mathrm{FF}$ is connected to $V_{d d}$ and the output is connected to next D-FF input so that it produces $c l k_{n}$ in $n^{t h}$ clock cycle. From delayed $\overline{c l k_{10}}$, reset signal is generated. The circuit diagram for delay cell is shown in figure 2.22 . Here, the pulse width of reset signal can be controlled by the dimensions of mos transistor used in delay circuit. Also, the schematic circuit diagram for $\mathrm{D}-\mathrm{FF}$ is shown in figure 2.23. All transistors are with minimum dimensions. The generated sample and hold signals are complementary to each other. These two signals should not overlap with each other to ensure the proper operation. The non-overlapped sample and hold signals are produced from sample signal using a circuit as shown in figure 2.24.

The switches in feedback capacitive DAC implemented with PMOS and NMOS transistors accordingly, i.e. when the control signal is ' 0 ', the capacitor is connected

| ${ }^{0}$ U |  |  | 0 | ${ }^{21}$ |
| :---: | :---: | :---: | :---: | :---: |
| ${ }^{\text { }}$ a |  |  | 0 | LI |
| ${ }^{8}$ I |  |  | 0 | $0{ }^{\text {a }}$ |
| ${ }^{\varepsilon}{ }^{\text {a }}$ |  | LI $^{\dagger} G^{9} G^{9} G^{2} G^{8} G^{6} G 000^{\dagger} G^{9} G^{9} G^{2} G^{8} G^{6} G$ | 0 | 6 |
| ${ }^{5}$ I |  | LLI ${ }^{9} G^{9} U^{2} G^{8} G^{6} G 0000^{9} G^{9} G^{2} G^{8} G^{6} G$ | 0 | 8 |
| ${ }^{9}$ a |  | LLLI ${ }^{9} G^{2} G^{8} G^{6} G 00000^{9} G^{2} G^{8} G^{6} G$ | 0 | 2 |
| ${ }^{9}$ U |  | lulit ${ }^{2} G^{8} G^{6} G 000000^{2} G^{8} G^{6} G$ | 0 | 9 |
| ${ }^{4} \square$ | LLLLLL ${ }^{8} \underline{G} \underline{6} \underline{6} 0000000{ }^{8} \underline{G}{ }^{6} G$ | lillit ${ }^{8} G^{6} G 0000000^{8} G^{6} G$ | 0 | c |
| ${ }^{8}$ U | LILLLIL ${ }^{6}$ G $00000000{ }^{6}$ G | Llililit ${ }^{6}$ O $00000000^{6} G$ | 0 | $\pm$ |
| ${ }^{6}$ I | hillilil 000000000 | ilililil 000000000 | 0 | $\varepsilon$ |
| - | Lillillil 000000000 | Llillilil 000000000 | I | $\zeta$ |
| - | Llillilil 000000000 | Lillilil 000000000 | 1 | I |
| ${ }^{\text {nno }}$ G | NOVG | dDVG | әdumes | әэ久э угор |




Figure 2.23: Circuit diagram of D Flip-flop.


Figure 2.24: Non overlapping signals generation circuit.
to $V_{d d}$ through PMOS transistor and if it is ' 1 ', the capacitor is connected to Gnd through NMOS transistor. Table 2.3 shows the control signals for both DACP and DACN in each and every clock cycle. The control logic is implemented by utilizing total $18 \mathrm{D}-\mathrm{FFs}$ as shown in figure 2.25. Initially, the reset signal set $9 \mathrm{D}-\mathrm{FFs}$ to 'high' and other 9 D-FFs to 'low'. The comparator output is connected to the input of all D-FFs. Thus, the output bit is stored on corresponding D-FF on arrival of positive edges of clock cycles from clk 1 to $\mathrm{cl} k_{10}$. Finally, when positive edge of $\mathrm{cl} k_{10}$ arrives, the 10-bit digital code transferred and stored into PIPO register till the next sample output comes out. The schematic circuit diagram of PIPO register is shown in figure 2.26.


### 2.4 Results

### 2.4.1 Proposed SAR ADC simulation results with an example of 10 -bit resolution

A 10-bit proposed SAR ADC is designed and simulated in cadence using UMC 90 nm CMOS 1P9M process technology with supply voltage of 0.5 V . A 1 V peak to peak sinusoidal signal of frequency 615 Hz is applied as an input to SAR ADC for testing its dynamic characteristics. The sampling frequency is $10 \mathrm{kS} / \mathrm{s}$, therefore, the clock frequency $\left(f_{\text {clk }}\right)$ is 120 kHz . Here, first two clock cycles used to sample the input signal onto DAC capacitors. After that, the SAR ADC needs 10 cycles for conversion. At the end of $12^{\text {th }}$ clock cycle, the 10-bit data is transferred to PIPO register and reset signal is generated. The spectrum of SAR ADC output signal is calculated using fast Fourier transform (FFT) and plotted as shown in figure 2.27. It can be observed that, the noise floor is roughly -100 dB and it includes both noise as well as harmonics. The total harmonic distortion is found to be around -75.53 dB . The proposed SAR ADC has achieved 55.93 dB SNDR and it is equivalent to ENoB of 9 bits. The spurious free dynamic range (SFDR) of SAR ADC is calculated and it is 77.17 dB .


Figure 2.27: Spectrum of SAR ADC output signal.

The power consumption of SAR ADC and its sub blocks is calculated individually. The energy per conversion for each digital output sequence is calculated and plotted in


Figure 2.28: Energy Consumption per code of SAR ADC.
figure 2.28. It is observed that, the average energy per conversion for integrated SAR ADC is 19.8 pJ . This energy is distributed among SAR ADC sub blocks as 8.79 pJ , $1.56 \mathrm{pJ}, 9.46 \mathrm{pJ}$ for capacitive DAC, comparator, SAR controller block respectively. The SAR ADC is operated at $10 \mathrm{kS} / \mathrm{s}$ so that the average power consumption is calculated as 198.4 nW . The sub blocks - capacitive DAC, comparator, SAR controller block consume $87.9 \mathrm{nW}, 15.6 \mathrm{nW}$ and 94.6 nW respectively.

Figure 2.29 shows that, the percentage of power distribution among SAR ADC sub blocks. One can observe that, the feedback capacitive DAC power consumption is around $44 \%$ and rest of the blocks - comparator, SAR controller logic blocks consumes around $8 \%$ and $48 \%$ of total SAR ADC power consumption respectively. The Walden figure of merit (FoMW) (Walden 1999) is calculated using equation (A.15) and it is $38.67 \mathrm{fJ} /$ conv. The performance metrics of the proposed SAR ADC are tabulated in Table 2.4.

### 2.4.2 Summary

A novel, energy-efficient differential switching scheme for feedback DAC used in SAR ADC is proposed to reduce the power consumption as well as area. The proposed switching scheme utilizes single reference voltage $V_{c m}$ (i.e. $0.5 V_{r e f}$ ) and improves the switching energy efficiency. The proposed switching scheme is $96.88 \%$ energy efficient and $50 \%$ capacitor area efficient than conventional switching scheme. A 10-bit SAR


Figure 2.29: Distribution of the proposed 10-bit SAR ADC Power consumption.
Table 2.4: Proposed 10-bit SAR ADC performance metrics.

| Performance metrics | Value |
| :--- | :---: |
|  |  |
| Process Technology | UMC 90 nm |
| Resolution | $10-\mathrm{bits}$ |
| Supply Voltage | 0.5 V |
| Input signal bandwidth | 1 kHz |
| Sampling frequency $\left(f_{s}\right)$ | $10 \mathrm{kS} / \mathrm{s}$ |
| SFDR | 77.17 dB |
| THD | -75.5322 dB |
| SNDR | 55.93 dB |
| Average power consumption | 198.4 nW |
| FoMW | $38.67 \mathrm{fJ} / \mathrm{conv}$ |

ADC is designed and simulated in UMC 90 nm CMOS 1P9M process technology with supply voltage of 0.5 V . The proposed SAR ADC achieves 55.93 dB SNDR, which is equivalent to ENoB of 9 bits. The obtained SFDR for SAR ADC is 77.17 dB . The FoMW is found to be $38.67 \mathrm{fJ} /$ conv.

## Chapter 3

## A switched capacitor based SAR ADC employing a passive reference charge sharing and charge accumulation technique

A SAR ADC comprises of feedback DAC, comparator and successive approximation logic. Typically, the feedback DAC is implemented with binary weighted capacitors for high accuracy in a conventional SAR ADC. However, one important point worth mentioning is that the number of capacitors and energy consumption are exponentially related to ADC resolution (N-bits) in binary weighted capacitor DAC. Capacitor mismatch is a critical issue in high resolution ADCs employing large number of capacitors, leading to distortion. Also, it uses charge redistribution technique, in which the charge required for conversion is derived from reference voltage for every bit of the decision. This causes distortion in ADC output due to signal-dependent inaccuracies associated with the reference voltage.

A switched capacitor based SAR ADC employing a passive reference charge sharing and accumulation technique is proposed in this chapter. Here, the feedback DAC is implemented with a switched capacitor integrator and an extra capacitor for sampling the reference voltage at the start of conversion. All the charge required for a conversion is drawn in a single cycle from reference voltage and the conversion is performed passively. By drawing all the charge at the beginning of conversion, this charge sharing technique is less prone to any signal-dependent inaccuracies associated
with the reference voltage. Also, the proposed SAR ADC consumes equal energy for all the codes, unlike most other SAR architectures, where the DAC switching energy is dependent on the code, which causes non-linearity due to reference instability. A 11-bit SAR ADC is designed and laid out in UMC 180 nm CMOS technology with a supply voltage of 1.8 V .

### 3.1 Charge sharing and accumulation based SAR ADC

The conventional SAR ADC is implemented using a sample and hold ( $\mathrm{S} / \mathrm{H}$ ), comparator, SIPO register and $N$-bit feed back DAC blocks as shown in figure 3.1a. Here, $f_{s}$ is sampling frequency and $N$ is resolution of ADC. In the proposed work, the $N$-bit feedback DAC is implemented with a 1-bit DAC and discrete time integrator as shown in figure 3.1b. The discrete time integrator accumulates the scaled reference voltage after every comparison cycle from 1-bit DAC and refreshes in each sampling phase. Thus, it fulfills the functionality of an equivalent $N$-bit DAC.

(a)

(b)

Figure 3.1: (a) SAR ADC block diagram, (b) SAR ADC with feedback integrator DAC.



Figure 3.3: Timing waveform of the proposed SAR ADC operation.

The architecture of charge sharing and accumulation based SAR ADC is shown in figure 3.2. This architecture is implemented by using a fully differential OTA, comparator, 6 capacitors and 16 switches. Figure 3.3 shows timing diagram of the proposed SAR ADC operation. Algorithm 1 briefly explains the proposed SAR conversion procedure. This architecture takes $N+1$ clock cycles for one sample conversion. An active low reset signal is used to reset the circuit and the conversion starts when reset is high. In the sampling phase, when the sampling clock is high, switches $S_{1}, S_{2}, S_{5}$, $S_{6}, S_{9}, S_{10}, S_{11}$ and $S_{12}$ are 'ON' enabling the capacitors $C_{1}$ and $C_{2}$ to sample the differential input signals $V_{i p}$ and $V_{i m}$ respectively, while capacitor $C_{3}$ charges to $V_{d d}$ and $C_{4}$ discharges to $G n d$. Also, the switches across the capacitors $C_{5}$ and $C_{6}$ are 'ON' and thereby neutralizing the positive and the negative charge between them.

In the next phase, also known as accumulation phase, switches $S_{3}, S_{4}, S_{7}$ and $S_{8}$ are 'ON' and the rest of the switches are 'OFF'. Because of the virtual short between the two OTA inputs, the charge on $C_{1}$ and $C_{2}$ shifts to capacitors $C_{5}$ and $C_{6}$ respectively. The OTA output voltages are given by, $V_{o p}\left(=V_{i p}+V_{c m}\right)$ and $V_{o m}\left(=V_{i m}+V_{c m}\right)$, where $V_{c m}=V_{d d} / 2$ is the common mode voltage. They are then compared using a
strongARM dynamic comparator and the decision is stored in a SIPO register of the SAR logic.

In the next cycle, based on the comparator output, capacitors $C_{1}, C_{2}, C_{3}$ and $C_{4}$ share the charge. If the comparator output is ' 0 ', capacitors $C_{1}, C_{3}$ share the charge through switch $S_{13}$. Initially, the capacitor $C_{3}$ is charged to $V_{d d}$ and the charge on $C_{1}$ is ' 0 '. Therefore, by applying charge conservation principle on node $v_{1}$ (left of the capacitor $C_{1}$ ),

$$
\begin{align*}
C_{3} V_{d d} & =C_{3} v_{1}+C_{1}\left(v_{1}-V_{d d} / 2\right) \\
v_{1} & =\frac{C_{3}+C_{1} / 2}{C_{3}+C_{1}} V_{d d} \tag{3.1}
\end{align*}
$$

Similarly, capacitors $C_{2}$ and $C_{4}$ share the charge through $S_{16}$. Initially, the charge on both the capacitors $C_{2}$ and $C_{4}$ is ' 0 '. By applying charge conservation principle at node $v_{2}$ (left of the capacitor $C_{2}$ ),

$$
\begin{align*}
0 & =C_{4} v_{2}+C_{2}\left(v_{2}-V_{d d} / 2\right) \\
v_{2} & =\frac{C_{2} / 2}{C_{4}+C_{2}} V_{d d} \tag{3.2}
\end{align*}
$$

```
Algorithm 1 Proposed SAR conversion procedure
    set \(A D C\) Resolution ( \(N\) );
    while (reset=1) do
    start conversion;
    sampling: \(C_{1} \leftarrow V_{i p}, C_{2} \leftarrow V_{i m}, C_{3} \leftarrow V_{d d}, C_{4} \leftarrow 0 ;\)
        while \(N \geq 0\) do
            shift charge: \(C_{5} \leftarrow C_{1}, C_{6} \leftarrow C_{2}\);
            compare \(V_{o p}<>V_{o m}\);
            return \(d_{\text {out }}\);
            if \(\left(d_{\text {out }}=0\right)\) then
                    charge sharing: \(C_{1} \& C_{3}\) and \(C_{2} \& C_{4}\);
            else
                charge sharing: \(C_{1} \& C_{4}\) and \(C_{2} \& C_{3}\);
            end if
            \(\mathrm{N} \leftarrow \mathrm{N}-1 ;\)
        end while
        return digital output;
    end conversion;
    end while
```

Since, $C_{1}=C_{2}=C_{3}=C_{4}$, equations (3.1) and (3.2) can be written as,

$$
v_{1}=\frac{3 V_{d d}}{4} \quad \text { and } \quad v_{2}=\frac{V_{d d}}{4}
$$

Thus, in this phase, the capacitors are sharing charge between them and consequently, this phase is referred to as charge sharing phase.

Next, in the accumulation phase, the charge in capacitors $C_{1}, C_{2}$ will accumulate on capacitors $C_{5}, C_{6}$ respectively. Outputs of OTA after these two phases can be written as shown in equations (3.3) and (3.4).

$$
\begin{align*}
V_{o p} & =\left(\frac{C_{1}}{C_{5}}\right)\left(V_{i p}+\frac{V_{d d}}{4}\right) .  \tag{3.3}\\
V_{o m} & =\left(\frac{C_{2}}{C_{6}}\right)\left(V_{i m}-\frac{V_{d d}}{4}\right) . \tag{3.4}
\end{align*}
$$

The comparator triggers at the negative edge of accumulation phase and compares $V_{o p}$ with $V_{o m}$. The comparator gives out ' 0 ' or ' 1 ' depending upon $V_{o p}<V_{o m}$ or $V_{o p}>V_{o m}$ respectively. This comparison of $V_{o p}$ and $V_{o m}$ can be interpreted as $V_{i p}-$ $V_{i m}<>-V_{d d} / 2$, if the output bit in previous cycle is ' 0 '. Here, the symbol $<>$ represents comparison (i.e. lesser or greater). On the other hand, if the comparator bit is ' 1 ' in the previous cycle, capacitors $C_{1}$ and $C_{4}$ share charge through switch $S_{14}$ while capacitors $C_{2}$ and $C_{3}$ share charge through switch $S_{15}$ and the comparison of $V_{o p}$ with $V_{o m}$ can be interpreted as $V_{i p}-V_{i m}<>V_{d d} / 2$. Here, $-V_{d d} / 2$ and $V_{d d} / 2$ are the reference voltage levels in second cycle. As shown in figure 3.3, this process repeats for $N$ cycles and an $N$-bit digital output is generated at the end of conversion.

Since the proposed architecture uses fewer capacitors compared to the conventional binary weighted capacitive DAC, the non-linearity due to mismatch between the capacitors will be much less. Also, in this architecture, the absolute values of capacitors are determined by the noise considerations, which certainly gives an area advantage compared to conventional binary weighted capacitive DAC where the unit capacitance values are lower bounded by capacitors' mismatch. Secondly, the energy consumption per conversion is same for all codes unlike the existing switching schemes in the case of conventional SAR ADC. The power consumption of this SAR ADC can be derived as shown in equation (3.5).

$$
\begin{equation*}
P_{\text {diss }}=\underbrace{C_{3} V_{d d}^{2} f_{s}}_{\text {DAC }}+\underbrace{I_{\text {bias }} V_{d d}}_{\text {OTA }}+\underbrace{(N+1) C_{p} V_{d d}^{2} f_{s}}_{\text {Comparator }} \tag{3.5}
\end{equation*}
$$

where, $f_{s}$ is the sampling frequency and $C_{p}$ is the total parasitic capacitance at the comparator output node.

### 3.2 Practical considerations

Generally, switched capacitor circuits built using OTAs, switches and capacitors exhibit inherent non-idealities. In the previous section, it is assumed that the OTA has infinite gain, bandwidth and in the accumulation phase entire charge is instantly transferred from one capacitor to the other. However, usually, some charge is left behind in capacitor (e.g., in $C_{1}$ ) which amounts to error voltage known as static error voltage, due to the finite amplifier gain. Also, finite UGB and slew rate limit the speed of charge transfer between the capacitors and cause an error voltage which is known as dynamic error. All these non-idealities are considered and the proposed ADC is modeled using MATLAB. This modeling is explained in this section.

### 3.2.1 Finite OTA gain

By recollecting the virtual short concept, the inverting terminal of OTA is charged to $-v_{o} / A$, which is not exactly zero in an inverting amplifier configuration. This left over charge changes the transfer function of switched capacitor integrator by a small term (Pavan et al. 2017). Assume that, the capacitor $C_{1}$ is charged to $v_{i n}$ in the first phase. During the charge accumulation phase, since the capacitor $C_{1}$ is connected to virtual ground, bulk of the charge flows to capacitor $C_{5}$ while a residual charge of $-v_{o} / A$ remains on $C_{1}$. Under this condition, the output voltage is given by equation (3.6).

$$
\begin{equation*}
v_{o}=\frac{\frac{C_{1}}{C_{5}} v_{i n}}{1+\frac{1}{A}\left(1+\frac{C_{1}}{C_{5}}\right)} \tag{3.6}
\end{equation*}
$$

The term $\frac{1}{A}\left(1+\frac{C_{1}}{C_{5}}\right)$ in the denominator of equation (3.6) causes an integrator gain coefficient error but has negligible effect on linearity of ADC characteristics with large OTA gain $(A)$. However, the residual charge $\left(v_{o} / A\right)$ on $C_{1}$ alters the ADC reference levels and causes non-linearity while sharing charge with capacitor $C_{3}$ or $C_{4}$. To


Figure 3.4: ADC transfer characteristics vs. OTA gain.
observe this effect on ADC characteristics, the proposed ADC is modeled in MATLAB and the transfer characteristic is plotted as shown in figure 3.4, for different OTA gains.

The OTA gain has great bearing on ADC linearity and a lower gain results in degraded linearity. The non-linearity in ADC characteristics produces harmonics in the output. To observe this, a sinusoidal signal is fed to the MATLAB model and the total harmonic distortion (THD) is calculated from the output spectrum. Figure 3.5 shows a linear variation of THD with OTA gain. Using curve fitting, the relation between the OTA gain and THD can be approximated as in equation (3.7).


Figure 3.5: THD in ADC characteristics vs. OTA gain.

$$
\begin{equation*}
T H D=-A_{d B}-27 d B \tag{3.7}
\end{equation*}
$$

In all the above discussions, the OTA gain is assumed to be constant for all input voltages but practically the gain reduces for larger input voltages. This variation of gain demands even higher OTA gain to keep the harmonics down.

### 3.2.2 Finite Settling time considerations

In charge accumulation phase, the integrator with practical OTA takes some settling time to transfer the charge due to finite slew rate and UGB (Quinn and Van Roermund 2007). It is to be noted that the settling time needs to be less than half the clock period for the ADC to operate correctly. Typically, at large inputs, the OTA saturates and the current flows fully in one branch of the differential pair. Clearly, this current (I) should be sufficient to shift the charge from input capacitor(s) to accumulating capacitor(s) within the specified period. This phenomenon is known as slewing and the rate at which the charge transfer happens is called slew rate. Once the OTA input voltage falls under the input range of OTA, the transconductance $\left(g_{m}\right)$ decides the minimum time needed to settle within the required accuracy. This is known as linear settling phase. It is assumed here that, slewing phase exists for $x$ part of $T_{c l k} / 2$ and rest of $T_{c l k} / 2$ is taken by the linear settling phase. The boundary conditions for bias current and the transconductance can be derived as follows. The maximum charge that needs to be transferred from capacitor $C_{1}$ to $C_{5}$ is $C_{1} v_{i n, \max }$ in $x T_{c l k} / 2$ time and therefore, the bias current should follow the relation as shown in equation (3.8).

$$
\begin{equation*}
I>\frac{C_{1} v_{i n, \max }}{x T_{c l k} / 2} \tag{3.8}
\end{equation*}
$$

In linear settling phase, the OTA gain in $s$-domain follows as in equation (3.9), where $\tau$ is considered to be time constant of an integrator small signal model in charge integration phase. Figure 3.6 shows the equivalent circuit of small signal model of an integrator in charge integration phase and $\tau$ can be calculated as shown in equation (3.10).

$$
\begin{equation*}
A(s)=\frac{A}{1+s \tau} \tag{3.9}
\end{equation*}
$$



Figure 3.6: Linear settling phase (a) Circuit configuration, (b) Equivalent circuit.

$$
\begin{equation*}
\tau=\frac{C_{1}+C_{L}+C_{1} C_{L} / C_{5}}{g_{m}} \approx \frac{C_{1}}{g_{m}} \tag{3.10}
\end{equation*}
$$

The settling time required to keep normalized error voltage below -100 dB is

$$
\begin{equation*}
(1-x) \frac{T_{c l k}}{2}=\tau \ln \left(10^{5}\right) \approx 12 \tau \tag{3.11}
\end{equation*}
$$

Therefore, the required OTA transconductance $\left(g_{m}\right)$ can be computed using equation (3.12).

$$
\begin{equation*}
g_{m}=\frac{C_{1}}{(1-x) T_{c l k} / 24} \tag{3.12}
\end{equation*}
$$

From equations (3.8) and (3.12), the relation between $g_{m} / I$ and $x$ can be derived as in equation (3.13). The MOSFET characterization in UMC 180 nm technology shows that the $g_{m} / I$ ratio greater than $18 \mathrm{~V}^{-1}$ can be achieved in weak inversion region. This allows extra slewing time especially in comparison with linear settling and thereby optimizing the current.

$$
\begin{equation*}
\frac{g_{m}}{I}=\frac{12}{v_{i n, \max }} \frac{x}{1-x} \tag{3.13}
\end{equation*}
$$

### 3.2.3 Parasitic capacitances

The switched capacitor integrator circuit used in this work is often known as parasiticinsensitive (Pavan et al. 2017), because the transfer function is not significantly im-
pacted by parasitic capacitances from the switch terminals to Gnd. To strengthen this argument, consider a parasitic capacitance on the left terminal of capacitor $C_{1}$. This parasitic capacitance charges to input sample in the first half of clock cycle and again charges to $V_{c m}$ in the second half of clock cycle. Similarly, the parasitic capacitance on the right side of capacitor $C_{1}$ is connected to either $V_{c m}$ in the first half of clock cycle or inverting terminal of OTA (virtual common mode) in the second half of clock cycle. Since, any of the charge in these two parasitic capacitors is not accumulating on to integrating capacitor $C_{5}$, the transfer function remains the same irrespective of parasitic capacitances. Nevertheless, the OTA output node parasitic capacitances add to the load capacitance and change UGB and slew rate to some extent. The parasitics of capacitors $C_{1}, C_{2}, C_{3}$ and $C_{4}$ play a significant role in conversion accuracy since these are involved in charge sharing and reference voltage generation. However, these parasitic effects can be minimized by matching the capacitors $C_{1}-C_{4}$ with proper layout.

### 3.2.4 Noise Analysis

In an analog circuit, every transistor contributes noise. Switches and OTA circuit are the primary noise sources in the proposed ADC circuit. The power spectral density (PSD) of thermal noise due to a switch is shown by equation (3.14).

$$
\begin{equation*}
S_{n, s w}(f)=4 k T R_{o n} V^{2} / H z \tag{3.14}
\end{equation*}
$$

where, $k$ is Boltzmann constant, $k=1.38 \times 10^{-23} J / K, R_{o n}$ is the switch 'ON' resistance and $T$ is absolute temperature in Kelvin ( ${ }^{\circ} \mathrm{K}$ ).

The input-referred noise spectral density of folded cascode (FC) OTA shown in figure 3.8 is given by equation (3.15).

$$
\begin{equation*}
S_{n, O T A}(f)=\frac{16 k T}{3 g_{m 1}}\left(1+\frac{g_{m 4}}{g_{m 1}}+\frac{g_{m 10}}{g_{m 1}}\right) \tag{3.15}
\end{equation*}
$$

Figure 3.7 shows the noise models for single ended circuit of SC integrator. In sampling mode, thermal noise of switches $S_{1}$ and $S_{2}$ accumulates on the capacitor $C_{1}$ and the mean square noise is given by equation (3.16).

$$
\begin{equation*}
\overline{v_{c 1}^{2}}=\frac{k T}{C_{1}} \tag{3.16}
\end{equation*}
$$



Figure 3.7: Noise analysis (a) Sampling mode, (b) Accumulation mode (Schreier et al. 2005).

In the accumulation mode, the mean square noise on capacitor $C_{1}$ due to switches $S_{3}, S_{4}$ and the OTA input-referred noise through the capacitive feedback (Schreier et al. 2005) are as follows:

$$
\begin{gather*}
\overline{v_{c 1, s w}^{2}}=\frac{S_{n, s w 3}+S_{n, s w 4}}{4 \tau}=\frac{8 k T R_{o n}}{4\left(2 R_{o n}+1 / g_{m 1}\right) C_{1}}  \tag{3.17}\\
\overline{v_{c 1, O T A}^{2}}=\frac{4 k T}{3\left(2 R_{o n} g_{m 1}+1\right) C_{1}}\left(1+\frac{g_{m 4}}{g_{m 1}}+\frac{g_{m 10}}{g_{m 1}}\right) \tag{3.18}
\end{gather*}
$$

The noise accumulated on capacitor $C_{1}$ at the end of sampling mode is $v_{c 1}$ while in accumulation mode, the noise is contributed by both OTA and switches. Since the three components of the noise power are uncorrelated, the total noise power is sum of all noise powers, given by equation (3.19).

$$
\begin{equation*}
\overline{v_{c 1}^{2}}=\frac{k T}{C_{1}}\left(1+\frac{x}{x+1}+\frac{4 / 3}{1+x}\left(1+\frac{g_{m 4}}{g_{m 1}}+\frac{g_{m 10}}{g_{m 1}}\right)\right) \tag{3.19}
\end{equation*}
$$

where, $x=2 R_{o n} g_{m 1}$. If $x \gg 1$ (i.e., $g_{m 1} \gg 1 / R_{o n}$ ), then the resulting noise can be approximated to be equal to $2 k T / C_{1}$. OTA's noise term is negligible, as it is inversely proportional to $g_{m 1}$. Due to the sampling process the noise will be aliased. This noise folding due to aliasing increases the power spectral density (PSD) of noise but the
mean square value of sampled noise remains the same.

### 3.3 Building blocks

The major building blocks of proposed SAR ADC are OTA, comparator, boot strapped switch and SAR logic. The design of each of these blocks is discussed in this section.

### 3.3.1 Operational Transconductance Amplifier (OTA)

OTA is an important building block often used in the design of analog and mixed signal processing systems like ADC, switched capacitor filters, front-end amplifiers and more. The intrinsic gain of transistor tends to reduce rapidly due to a gradual decrease of feature size in deep sub-micron technology and results in a significant reduction in an amplifier's DC gain. To achieve a high DC gain with low bias current, operating a transistor in weak inversion region is a feasible option. Among the numerous OTA architectures (Allen et al. 1987), FC OTA is most suitable for high gain applications because, the folding connection at the middle of input differential pair and the complementary cascode transistor source allows a large input common-mode range, while the cascoded current source in the output branch offers a high impedance at the output node, which results in large OTA gain.

Figure 3.8 shows the complete schematic circuit of FC OTA. It includes differentialin differential-out FC OTA, common mode feedback circuit, bias generation circuit as well as a beta multiplier circuit. The capacitance ratio $\left(C_{1} / C_{5}\right)$ is chosen to be 0.3 so that the required peak-to-peak output swing of the OTA becomes 0.54 V for a 1.8 V peak-to-peak input signal. This allows approximately 0.6 V to operate each one of the PMOS and NMOS cascode current sources in saturation. Since, the cascode transistors (M6, M7, M8, M9) would not contribute any noise to the output, a large portion of the voltage ( 0.4 V ) is allocated to the current sources (M4, M5, M10, M11) to reduce noise contribution by them. Further, for UMC 180 nm technology, it is found that $g_{m} / I_{D}$ in sub threshold region is around $23 \mathrm{~V}^{-1}$ for $V_{d d}=1.8 \mathrm{~V}$ and therefore, the value of $x$ in equation (3.19) is determined as 0.775 . Further, the required slew rate and UGB are calculated as $0.12 \mathrm{~V} / \mu \mathrm{s}$ and 0.43 MHz using equations (3.8) and (3.12) respectively. With these specifications, the FC OTA is designed using $g_{m} / I_{D}$ technique (Jespers 2009) and the transistor sizes are computed and listed in table 3.1.


Table 3.1: Transistor sizes of FC OTA of figure 3.8.

| Transistor | Fingers | $\mathrm{W}(\mu m) / \mathrm{L}(\mu m)$ |
| :---: | :---: | :---: |
| $M_{1}, M_{2}$ | 10 | $25 / 5$ |
| $M_{3}$ | 20 | $25 / 5$ |
| $M_{4}, M_{5}, M_{6}, M_{7}$ | 12 | $25 / 5$ |
| $M_{8}, M_{9}$ | 12 | $8 / 0.5$ |
| $M_{10}, M_{11}$ | 22 | $18 / 1$ |
| $M_{12}$ | 2 | $25 / 5$ |
| $M_{13}, M_{14}, M_{15}, M_{16}$ | 1 | $8 / 0.5$ |
| $M_{17}, M_{18}$ | 2 | $18 / 1$ |
| $M_{19}, M_{20}, M_{23}, M_{24}$ | 10 | $25 / 5$ |
| $M_{21}, M_{25}$, | 10 | $8 / 0.5$ |
| $M_{22}, M_{26}$ | 10 | $18 / 1$ |
| $M_{27}, M_{28}$ | 14 | $0.5 / 0.5$ |
| $M_{29}, M_{31}, M_{33}, M_{36}$ | 2 | $0.5 / 0.5$ |
| $M_{30}, M_{32}, M_{35}, M_{37}$ | 2 | $0.5 / 0.5$ |
| $M_{34}$ | 2 | $1.6 / 0.5$ |
| $M_{38}$ | 2 | $0.24 / 0.5$ |

The transistors used in the design have large sizes to reduce flicker noise and transistor mismatch.

The FC OTA is laid out carefully and post-layout simulations are performed. Figure 3.9 shows the frequency response of the extracted design. OTA exhibits a DC gain of 81.36 dB and UGB of 0.5 MHz while offering a phase margin of $61^{\circ}$. Further, the variation of DC gain over an output swing is plotted in figure 3.10 and it shows that the DC gain varies less than 0.5 dB over $\pm 0.5 \mathrm{~V}$ output swing. Also, it is observed that the OTA gain is above 81 dB for all process corners except for slow-slow (ss) corner in which it is 79.7 dB . Figure 3.11 shows the plot of power spectral density of input refereed noise of FC OTA.

### 3.3.2 Switches

The proposed programmable resolution ADC consists of a total of 16 switches. It is required to consider the effects like charge injection, clock feed-through and gate voltage dependent resistance while implementing switches, to reduce harmonic dis-


Figure 3.9: AC analysis of FC OTA, (a) Magnitude response, (b) Phase response.


Figure 3.10: DC gain vs. output swing of FC OTA.


Figure 3.11: FC OTA input referred noise.
tortion. The NMOS transistor can switch 'ON' for voltages below $V_{d d}-V_{t h n}$ and the PMOS transistor can switch 'ON' for voltages above $\left|V_{t h p}\right|$ without distortion. In other cases, transmission gate is used as a switch when node voltages swing between 0 and $V_{d d}$. Sampling switches $S_{9}, S_{10}$ and $S_{3}, S_{4}$ are implemented using bootstrapped switch (Razavi 2015) to reduce the input dependent non-linearity. The circuit diagram of boot strapped switch is shown in figure 3.12. Switches $S_{1}, S_{2}, S_{5}, S_{6}, S_{7}$, $S_{8}, S_{12}, S_{15}$ and $S_{16}$ are implemented with NMOS transistors and $S_{11}, S_{13}$ and $S_{14}$ are implemented using PMOS transistors. Further, to reduce the effects of clock feed through and charge injection on conversion, the techniques like dummy transistors,


Figure 3.12: Bootstrapped switch circuit diagram.
non overlapping clocks and bottom plate sampling are used. Figure 3.13 shows the output spectrum of bootstrapped circuit, which ensures that all harmonics are less than -100 dBc .


Figure 3.13: Bootstrapped switch output spectrum.

### 3.3.3 Comparator

The comparator plays a crucial role in ADC designs. Numerous architectures for latch based comparators are reported in the literature. The schematic diagram of a strongARM comparator (Babayan-Mashhadi and Lotfi 2014) is shown in figure 3.14, which is generally used in ADCs because of its positive feedback, high input impedance, rail-to-rail output swing and negligible static power consumption. In reset phase, the clk signal is low, thus, the transistor M3 is in 'cut-off' region and the output nodes outp, outm charge to $V_{d d}$ through the transistors M8 and M9 respectively. When $c l k$ signal goes high, the decision phase starts and output nodes start discharging at different rates depending upon the input voltages $V_{i p}$ and $V_{i m}$. Meanwhile, when one of the output nodes reaches $V_{d d}-\left|V_{t h p}\right|$, corresponding transistor M6 or M7 switches 'ON' and the positive feedback between back-to-back connected inverters (M4, M6 and M5, M7), also known as latch, enables and pulls one of the output nodes to $V_{d d}$ and other to gnd.


Figure 3.14: StrongARM comparator circuit diagram.

### 3.3.4 SAR logic

The SAR logic shown in figure 3.2 consists of two blocks, SIPO and switch control logic. This takes the digital output of the comparator and decides which all switches need to be turned ' ON ' in the next phase. It also stores the comparator output in SIPO register. At the end of $(N+1)^{\text {th }}$ clock cycle, it generates end of conversion (EoC) signal and gives out the $N$-bit digital output. This logic is coded in verilog-A and synthesized.

### 3.4 Results and discussion

The proposed SAR ADC design is laid out in UMC 180 nm 1P6M CMOS technology and it occupies an active area of $568 \mu \mathrm{~m} \times 298 \mu \mathrm{~m}$ as shown in figure 3.15. The layout is made as compact and symmetric as possible using common centroid layout matching technique to reduce the mismatch effects. The total power consumption of the design is $0.28 \mu \mathrm{~W}$ at a supply voltage of 1.8 V . Further, static and dynamic performance of the proposed ADC are examined by carrying out the post-layout simulations.


Figure 3.15: Layout of proposed 11-bit ADC.

### 3.4.1 Static Performance

To verify the linearity of ADC , the transfer characteristics of ADC is calculated using histogram method (Ting et al. 2008). The ADC is tested with a ramp signal by allowing 20 samples per code. The INL and DNL per each code is calculated and plotted in figures 3.16 and 3.17 respectively. It can be observed that, both INL and DNL are less than 1 LSB which ensures good linearity of ADC.


Figure 3.16: DNL plot of ADC static performance test.


Figure 3.17: INL plot of ADC static performance test.

### 3.4.2 Dynamic performance

Single-tone testing with a sampling frequency of $2 \mathrm{kS} / \mathrm{s}$ is performed for the proposed ADC to evaluate its dynamic performance. FFT of the ADC output is calculated using Hann window function. Figure 3.18 shows the output spectrum of 11-bit SAR ADC for an input signal of 111 Hz . The SNDR is determined as 62.8 dB , which is equivalent to an ENoB of 10.14 bits.


Figure 3.18: FFT spectrum of ADC output @ 111 Hz Input signal.

Figure 3.19 plots the calculated SNDR as a function of input signal amplitude with respect to full signal swing (FS) from both behavioral and post-layout simulations. Figure 3.20 shows the variation of SNDR with input signal frequency for behavioral
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Figure 3.19: SNDR variation with input amplitude.


Figure 3.20: SNDR variation over an input signal bandwidth.
and post-layout simulated ADC. The SNDR is almost constant over the input signal bandwidth. The deviation in the results between the post-layout simulation and behavioral simulation can be attributed to non-idealities of practical circuit blocks such as OTA, switches and capacitors as mentioned in section 3.2. The FoMW (Walden 1999) for proposed design is calculated as $0.12 \mathrm{pJ} /$ conv-step which is least among the listed references. Table 3.2 summarizes the post-layout results of proposed SAR ADC and compares with some of the recent ADCs of similar type. It is found that the proposed design is power efficient and exhibits good FoMW compared with many state-of-the-art designs found in the literature.

### 3.4.3 Summary

A switched capacitor based SAR ADC is proposed based on passive reference charge sharing and charge accumulation technique which uses less number of capacitors compared to conventional SAR ADC. The passive charge sharing technique is used to generate the necessary reference voltages for SAR ADC. To validate the functionality of the proposed SAR ADC design, a model has been developed in MATLAB and the behavioral simulations are carried out. Later, the non-idealities of practical amplifier and their effects on the proposed ADC are discussed. These non-idealities are incorporated into MATLAB model and their effects on the ADC characteristics are evaluated. The proposed ADC is designed using UMC 180 nm 1 P 6 M CMOS technology for a target resolution of 11-bits. The post-layout simulations prove that the ADC achieved 10.14 bits of ENoB, FoMW of 0.12 pJ/conv-step by consuming $0.28 \mu \mathrm{~W}$ power and occupying an area of $0.17 \mathrm{~mm}^{2}$. Also, the histogram testing shows that both INL and DNL are less than $\pm 1$ LSB.

## Chapter 4

## A Fully Differential Switched Capacitor based ADC with Programmable Resolution 8-to-15-bit for Low frequency Applications

Basically, ADCs are classified as Nyquist rate and over sampled ADCs. Nyquist rate ADCs are suitable for lower data resolutions and high speed applications whereas DSMs are suitable for high resolution and lower speed applications. This idea motivates us for designing a general purpose ADC architecture for all applications. A choice to vary the resolution based on the speed and power consumption in a given application would be of great utility. Thus, a hybrid ADC with variable resolution for low frequency applications is proposed in this chapter, which uses switched capacitor integrator based architecture. The proposed ADC operates in two modes of operation, one, SAR ADC mode for lower resolution of 8-11 bits and two, DSM with multi-bit quantizer for higher resolution of 12-15 bits.

### 4.1 Operating principle of Proposed hybrid ADC

Figure 4.1a shows the block diagram of first order multi-bit DSM ADC which can achieve high resolutions with oversampling and noise shaping technique. The multi-bit ADC in the loop can be realized with a SAR quantizer which is shown in figure 3.1b. In the block diagram shown in figure 4.1b, there are two DACs, one operates at frequency $N f_{s}$ used for SAR operation and another is a $N$-bit DAC which operates at a frequency of $f_{s}$ and used for noise shaping purpose. This $N$-bit DAC can be implemented with a discrete time integrator and 1-bit DAC as shown in figure 3.1b. Since both the paths are using the same DAC structure, they can be reduced to one path. Further, by shifting the summing point towards the comparator, the integrator block operated at frequency $f_{s}$ added into both forward and feedback paths. The series connection of the integrator block and reset $@ f_{s}$ blocks cancel with each other in the feedback path. Therefore, the reduced block diagram of first order DSM with SAR quantizer can be redrawn as shown in figure 4.1c. Hence the only difference between SAR quantizer of figure 3.1 b and the first order DSM with SAR quantizer of figure 4.1 c is the reset $@ f_{s}$ block. Therefore it is possible to switch between SAR quantizer and first order multibit DSM by controlling this reset@ $f_{s}$ block. Further, the resolution of SAR quantizer is programmable by controlling $N$ value and the DSM resolution is controlled with a OSR.

Figure 4.2 shows circuit level implementation of the proposed 8-15 bit programmable resolution hybrid ADC which is controlled by a 3 -bit input bus res $[2: 0]$. The discrete time integrator is implemented with a switched capacitor integrator with fully differential OTA, capacitors $C_{1}, C_{2}, C_{5}, C_{6}$ and switches $S_{3: 8}$. The reset@ $f_{s}$ block is implemented with two switches $S_{1}$ and $S_{2}$. The feedback 1-bit DAC is implemented using capacitors $C_{1}, C_{2}, C_{3}, C_{4}$ and switches $S_{11: 16}$. Figure 4.3 shows the timing waveform of proposed hybrid ADC in first order DSM with SAR quantizer mode. When sampling clock is high, the voltage nodes $v_{1}$ and $v_{2}$ are connected to the differential input signals $V_{i p}$ and $V_{i m}$ through the switches $S_{9}$ and $S_{10}$. The capacitors $C_{1}$ and $C_{2}$ sample the input signal. This charge transferred to the capacitors $C_{5}$ and $C_{6}$ when clock is low, develops voltages $V_{o p}$ and $V_{o m}$. The comparison clock goes high at the start of next clock cycle, thus, the comparator compares $V_{o p}$ and $V_{o m}$ and gives digital output. Once the comparison clock goes low, the capacitors $C_{3}, C_{4}$ connect to capacitors $C_{1}, C_{2}$ based on the comparator output and share the charge until the clock is


Figure 4.1: (a) First order multi-bit DSM block diagram, (b) First order DSM with SAR quantizer, (c) Reduced block of first order DSM with SAR qauntizer.
high. When clock goes low, the capacitors $C_{1}, C_{2}$ disconnect from $C_{3}, C_{4}$ and connect to $C_{5}, C_{6}$. The charge transfer takes place and the voltages $V_{o p}, V_{o m}$ are developed. This conversion procedure is depicted with a flow chart as shown in figure 4.4. The proposed hybrid ADC configured as a switched-capacitor integrator based SAR ADC from 8-bit to 11 -bit resolution and a first-order multi-bit DSM from 12-bit to 15 -bit resolution. The control bus res[2:0] is used to select the resolution of ADC. The



Figure 4.3: Timing diagram of the proposed programmable resolution ADC architecture.


SNR for the first order DSM with multi-bit quantizer is given by equation (4.1).

$$
\begin{equation*}
S N R_{d B}=6.02 N+1.76+30 \log _{10}(O S R)-10 \log _{10}\left(\frac{\pi^{2}}{3}\right) \tag{4.1}
\end{equation*}
$$

The resolution ( $N$ ) for multi-bit DSM and oversampling ratio (OSR) are chosen to target corresponding SNR for each resolution from 12-bit to 15 -bit. For example, $\operatorname{res}[2: 0]={ }^{\prime} 100$ ' configures the proposed ADC as the first order DSM with 7 -bit SAR quantizer and an OSR of 16 which targets 75 dB SNR. The sampling and clock frequency, targeted SNR, SAR quantizer resolution and OSR for all modes are calculated according to the resolution mode chosen by $\operatorname{res}[2: 0]$.

The conversion process starts when reset is 'high'. The total conversion can be divided into four phases as follows.

Sampling Phase In this phase, switches $S_{5}, S_{6}, S_{9}, S_{10}, S_{11}$ and $S_{12}$ are 'ON'. Capacitors $C_{1}$ and $C_{2}$ sample the differential input signals $V_{i p}$ and $V_{i m}$ through $S_{9}, S_{5}$ and $S_{10}, S_{6}$ switches respectively. Also, capacitor $C_{3}$ samples the supply voltage $V_{d d}$ through switch $S_{11}$ and capacitor $C_{4}$ discharges to ground through switch $S_{12}$. In 8-11 bit resolution modes, switches $S_{1}$ and $S_{2}$ are ' ON ' thereby resetting the capacitors $C_{5}$ and $C_{6}$. This phase exists for a positive half cycle of the clock after the EoC. Further, to avoid the distortion due to charge injection, bootstrapped switches with bottom plate sampling are used.

Charge Accumulation Phase This phase comes up during every negative half of clock cycle. In this phase, $S_{3}, S_{4}, S_{7}, S_{8}$ switches are 'ON' and the remaining switches are 'OFF'. Therefore, the capacitors $C_{1}, C_{2}$ are connected between $V_{c m}$ and virtual short node. This forces the charge on capacitors $C_{1}$ and $C_{2}$ to transfer and accumulate on capacitors $C_{5}$ and $C_{6}$ respectively.

Comparison Phase This phase exists for a small interval which starts at the positive edge if EoC is low. In this phase, the differential outputs of OTA are compared and the decision bit is stored in SIPO register.

Passive Charge Sharing Phase This phase starts after the comparison phase in positive half cycle, in which the capacitors $C_{1}, C_{2}, C_{3}, C_{4}$ involve in passive charge
sharing through switches $S_{5}, S_{6}, S_{13}, S_{14}, S_{15}, S_{16}$ based upon the comparator output. As shown in figure 4.4, if the comparator output is high, capacitors $C_{1}, C_{4}$ and $C_{2}, C_{3}$ share the charge otherwise capacitors $C_{1}, C_{3}$ and $C_{2}, C_{4}$ share the charge, respectively. This allows to decide the comparison level for next cycle.

The conversion starts with sampling phase and then followed by accumulation, comparison and passive charge sharing phases for $N$ cycles. At the end of conversion, the capacitors $C_{5}$ and $C_{6}$ are discharged by closing switches $S_{1}$ and $S_{2}$, when the proposed ADC is configured in SAR mode. In first order DSM mode, at the end of conversion of SAR quantizer, the capacitors $C_{5}$ and $C_{6}$ are left with the quantization error. Hence, the integration property allows noise shaping with OSR. This characteristic allowed to obtain high resolutions.

### 4.1.1 Modeling in MATLAB

To verify the functionality of the proposed programmable resolution ADC design, a model has been designed in MATLAB. The behavioral simulations are carried out for various resolutions. The architecture operates in SAR mode for 8-bit to 11-bit and multi-bit quantizer DSM mode for 12 -bit to 15 -bit. Here, the integrator based SAR ADC acts as a multi- bit quantizer.

Figure 4.5 shows the output spectrum for resolutions from 8-bit to 11-bit with a full scale sine wave input signal of frequency 117 Hz . The sampling frequency $\left(f_{s}\right)$ is 2 kHz . Similarly, figure 4.6 shows the output spectrum for resolutions from 12 -bit to 15 -bit. In this range of resolution, the ADC is implemented using first order DSM with multi- bit quantizer. These figures clearly show a noise-shaped characteristics and the 20 dB /decade slope of the noise is consistent with first-order noise shaping. Table 4.1 lists the parameters such as target resolution, SAR ADC resolution, OSR, SNR, THD, SNDR and ENoB achieved by the programmable resolution ADC.

### 4.2 Distortion analysis

The ADC characteristics deviate from ideal due to non-idealities of OTA, capacitors' mismatch and switches. This non-linearity reflects as a distortion in the output and degrades the ENoB. The estimation of distortion shows the effect of each sub circuit and the specifications needed to achieve the required resolution.


Figure 4.5: Ideal PADC output spectrum (a) 8-bit, (b) 9-bit, (c)10-bit, (d) 11-bit SAR ADC.


Figure 4.6: Ideal PADC output spectrum (a) 12-bit, (b) 13-bit, (c)14-bit, (d) 15-bit.

Table 4.1: Ideal PADC performance.

| Target <br> resolution | SAR quantizer <br> resolution | OSR | SNR (dB) | THD (dB) | SNDR (dB) | ENoB |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | 8 | 1 | 46.89 | -59.47 | 46.66 | 7.46 |
| 9 | 9 | 1 | 52.62 | -64.6 | 52.35 | 8.4 |
| 10 | 10 | 1 | 59.1 | -71.38 | 58.84 | 9.48 |
| 11 | 11 | 1 | 64.67 | -75.55 | 64.33 | 10.4 |
| 12 | 7 | 16 | 75.04 | -88.3 | 74.84 | 12.14 |
| 13 | 8 | 16 | 81 | -93.35 | 80.77 | 13.1 |
| 14 | 8 | 32 | 90.4 | -102.7 | 90.16 | 14.7 |
| 15 | 6 | 128 | 95.3 | -104.45 | 94.8 | 15.46 |

### 4.2.1 Capacitor Mismatch

The accuracy of SAR ADC depends on the matching of feedback capacitors. The physical design and manufacturing process control the variation of mismatch between capacitors. This kind of mismatch can not be removed entirely but this can be viewed as a random statistical process and the variation in system characteristics can be estimated (Chang 2013). In fully differential circuits and charge sharing circuits, the relative values of capacitors are more important than absolute values. Therefore, the deviation or mismatch between the components is calculated as the normalized deviation from their mean value.

It is assumed that the capacitors $C_{1}-C_{4}$ are matched well and $\alpha_{1}, \alpha_{2}, \alpha_{3}$ and $\alpha_{4}$ are the normalized deviations of capacitors $C_{1}-C_{4}$ from their mean value, respectively.

$$
\begin{align*}
\alpha_{i} & =\frac{\Delta C_{i}}{C_{m} 1}=\frac{C_{i}-C_{m 1}}{C_{m 1}}  \tag{4.2}\\
C_{m 1} & =\frac{C_{1}+C_{2}+C_{3}+C_{4}}{4} \\
\sum_{i=1}^{4} \alpha_{i} & =\alpha_{1}+\alpha_{2}+\alpha_{3}+\alpha_{4} \\
& =\frac{C_{1}+C_{2}+C_{3}+C_{4}-4 C_{m 1}}{C_{m 1}}=0
\end{align*}
$$

Similarly, $\alpha_{5}$ and $\alpha_{6}$ are the normal deviations of $C_{5}$ and $C_{6}$ respectively.

$$
\begin{aligned}
C_{m 2} & =\frac{C_{5}+C_{6}}{2} \\
\alpha_{5} & =\frac{C_{5}-C_{m 2}}{C_{m 2}} \\
\alpha_{6} & =\frac{C_{6}-C_{m 2}}{C_{m 2}} \\
\therefore \quad \alpha_{5}+\alpha_{6} & =\frac{C_{5}+C_{6}-2 C_{m 2}}{C_{m 2}}=0
\end{aligned}
$$

Therefore, from a statistical point of view, it can be assumed that the sum of normalized deviations is zero. Accordingly,

$$
\begin{gather*}
\sum_{i=1}^{4} \alpha_{i}=\alpha_{1}+\alpha_{2}+\alpha_{3}+\alpha_{4}=0  \tag{4.3}\\
\alpha_{5}+\alpha_{6}=0 \tag{4.4}
\end{gather*}
$$

The charge sharing between capacitors $C_{1}-C_{4}$ determines the voltage reference levels whereas capacitors $C_{5}$ and $C_{6}$ are involved in accumulation and comparison. Therefore, the group of capacitors $C_{1}-C_{4}$ and $C_{5}-C_{6}$ need to be matched well. The mismatch between them induces an error voltage in each comparison and causes nonlinearity in ADC transfer characteristics. In SAR ADC operation mode, the deviation of reference voltages in each cycle due to the capacitors' mismatch is derived and tabulated in table 4.2. The $\mathrm{INL}_{\text {max }}$ can be derived as shown in equation (4.5) and it occurs when the comparator output is ' 1 ' in all cycles. The standard deviation $(\sigma)$ of this $\mathrm{INL}_{\text {max }}$ relates to the standard deviation of capacitor $\left(\sigma_{\Delta C}\right)$ as shown in equation (4.6).

$$
\begin{align*}
|\mathrm{INL}|_{\text {max }} & =\left(\alpha_{1}+\alpha_{2}\right) 2^{N-2} \sum_{k=1}^{N-1} \frac{k}{2^{k}} \\
& =\left(\alpha_{1}+\alpha_{2}\right) 2^{N-2}\left(2-\frac{N+1}{2^{N-1}}\right) \\
& =\left(\alpha_{1}+\alpha_{2}\right)\left(2^{N-1}-\frac{N+1}{2}\right)  \tag{4.5}\\
\sigma_{|I N L|_{\max }} & =\left(2^{N}-N-1\right) \frac{\sigma_{\Delta C}}{\sqrt{2} C} \tag{4.6}
\end{align*}
$$
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### 4.2.2 OTA non-idealities

In section 4.1, operation of the proposed ADC is demonstrated by assuming infinite gain, bandwidth for OTA and also instant charge transfer between capacitors. In reality, due to the finite gain of OTA, during charge sharing, some charge will be left behind in capacitors $C_{1}$ and $C_{2}$, which is known as static error voltage. Similarly, the finite UGB and slew rate of amplifier causes settling time error, which is known as dynamic error. These errors depend on the input signal, which causes harmonics at the output.

### 4.2.2.1 Finite gain of OTA

The switched-capacitor integrator transfer function is derived as follows (Pavan et al. 2017) by analyzing the finite gain effect of OTA. During sampling phase $\left(\phi_{1}\right), C_{1}$ charges to the input voltage $\left(v_{i p}[n]\right)$, while $C_{5}$ holds the charge $\left(q_{5}[n-1]\right)$ held in previous cycle. Due to finite gain $(A)$ of OTA, the voltage on the left side of $C_{5}$ is $-v_{o p}[n-1] / A$. Thus, the charge on $C_{5}\left(q_{5}[n-1]\right)$ can be written as

$$
\begin{equation*}
q_{5}[n-1]=C_{5}\left(1+\frac{1}{A}\right) v_{o p}[n-1] \tag{4.7}
\end{equation*}
$$

In charge integration phase, it is assumed that, the charge $q$ flows out from $C_{1}$ to $C_{5}$ and the charge on $C_{1}$ becomes

$$
\begin{equation*}
q_{1}[n]-q=C_{1}\left(\frac{v_{o p}[n]}{A}\right) \tag{4.8}
\end{equation*}
$$

From equation (4.8), the transferred charge $q$ can be written as

$$
\begin{equation*}
q=q_{1}[n]-C_{1}\left(\frac{v_{o p}[n]}{A}\right) \tag{4.9}
\end{equation*}
$$

After, charge $(q)$ transfer takes place, the charge on capacitor $C_{5}$ becomes

$$
\begin{align*}
q_{5}[n] & =q_{5}[n-1]+q \\
q_{5}[n] & =q_{5}[n-1]+q_{1}[n]-C_{1}\left(\frac{v_{o p}[n]}{A}\right) \\
v_{o p}[n] & =\frac{q_{5}[n-1]+q_{1}[n]}{C_{5}\left(1+\frac{1}{A}+\frac{C_{1}}{C_{5} A}\right)}  \tag{4.10}\\
v_{o m}[n] & =\frac{q_{6}[n-1]+q_{2}[n]}{C_{6}\left(1+\frac{1}{A}+\frac{C_{2}}{C_{6} A}\right)} \tag{4.11}
\end{align*}
$$

Voltage reference levels deviate from the ideal voltage references because of this repetitive gain error which results in non-linearity in ADC transfer characteristics. Equation (4.12) shows the voltage reference error due to the finite gain of OTA in $n^{t h}$ cycle of SAR ADC operation.

$$
\begin{equation*}
V_{e}=-\frac{C_{1} V_{d d}}{C_{5} A} \sum_{k=1}^{N-1}(-1)^{b_{N-k}} \frac{k}{2^{(k+1)}} \tag{4.12}
\end{equation*}
$$

The maximum integrated non-linearity can be calculated as

$$
\begin{equation*}
|\mathrm{INL}|_{\max }=\frac{C_{1}}{C_{5} A}\left(2^{N}-N-1\right) \tag{4.13}
\end{equation*}
$$

From equation (4.13), the OTA gain needs to satisfy the following relation to achieve INL less than 0.5 LSB .

$$
\begin{equation*}
A>\frac{C_{1}}{C_{5}}\left(2^{N+1}-2 N-2\right) \tag{4.14}
\end{equation*}
$$

In DSM operation, the variation in integrator transfer function alters the STF and NTF. By substituting equation (4.7) and $q_{1}[n]=C_{1} v_{i p}[n]$ in equation (4.10) and applying $z$ transform results in

$$
\begin{equation*}
V_{o p}(z)=\frac{C_{1} / C_{5}}{\left(1+\frac{1}{A}\right)(1+\epsilon)} \frac{V_{i p}(z)}{\left(1-\frac{z^{-1}}{1+\epsilon}\right)} \tag{4.15}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
V_{o m}(z)=\frac{C_{2} / C_{6}}{\left(1+\frac{1}{A}\right)(1+\epsilon)} \frac{V_{i m}(z)}{\left(1-\frac{z^{-1}}{1+\epsilon}\right)} \tag{4.16}
\end{equation*}
$$

where

$$
\begin{equation*}
\epsilon=\frac{C_{1}}{C_{5}(A+1)}=\frac{C_{2}}{C_{6}(A+1)} \tag{4.17}
\end{equation*}
$$

Since, $C_{1}=C_{2}$ and $C_{5}=C_{6}$, the loop filter transfer function of DSM can be written as

$$
\begin{equation*}
L(z)=\frac{V_{o p}(z)-V_{o m}(z)}{V_{i p}(z)-V_{i m}(z)}=\frac{g \cdot p}{1-p z^{-1}} \tag{4.18}
\end{equation*}
$$

where $g=\frac{C_{1}}{C_{5}} \frac{A}{A+1}$ and $p=\frac{1}{1+\epsilon}$ are integrator gain and pole respectively.
Therefore, the STF and NTF become

$$
\begin{align*}
& \operatorname{STF}(z)=\frac{L(z)}{1+L(z)}=\frac{g \cdot p}{1-p(1-g) z^{-1}}  \tag{4.19}\\
& \operatorname{NTF}(z)=\frac{1}{1+L(z)}=\frac{1-p z^{-1}}{1-p(1-g) z^{-1}} \tag{4.20}
\end{align*}
$$

From equation (4.18), it can be observed that the finite amplifier gain has two effects: a small reduction in the integrator's gain constant and an inward shift of the integrator's pole $(z-1)$. The change in integrator's gain constant is equivalent to a coefficient error $(\epsilon)$ and also causes the extra poles of both STF and NTF move away from the origin. Thus, this change in integrator gain has a negligible impact on the in-band SNR degradation. In contrast to this, the second effect, the shift in pole location of loop filter is more problematic because the loop filter pole becomes an NTF zero. This movement of an NTF zero affects the attenuation of noise in pass band.

This phenomenon is modelled in MATLAB for an integrator gain $\left(C_{1} / C_{5}\right)$ of 0.3 . The pole-zero movement in STF and NTF with OTA gain (A) is observed and plotted in figure 4.7. One can observe that the pole of STF is moving away from $z=0.7$ as OTA gain (A) decreases and zero stays at the origin. This results in the gain reduction in the signal path, as shown in frequency response of STF in figure 4.8a. In the pole-
zero plot of NTF, shown in figure 4.7b, as OTA gain (A) decreases, the NTF zero moves from $z=1$ towards $z=0$ and pole moves away from $z=0.7$ which is similar to STF pole movement. The movement of NTF zero causes reduction of attenuation as can be observed in figure 4.8 b. From all of the discussions above, it can be concluded that the finite dc gain of OTA is one of the limiting factors for modulator to achieve maximum SNR.

Further, a low-order modulator is susceptible to the non-linear phenomenon of dead bands. A dead band is a range of inputs that yields the same periodic output sequence and hence the same post-decimation output. Therefore, in dead band, a dc input with a small magnitude appears as a zero input. The reason behind this is the shift in NTF's zero from $z=1$ to $z=\mathrm{p}$, which limits the NTF's dc gain to $(1-p) /(1-p+g p)=1 /(1+A)$ instead of zero. Thus, the modulator loses its ability to achieve infinite precision with dc signals. To register small dc input values (u), the following expression (Pavan et al. 2017) should satisfy

$$
\begin{equation*}
A>\frac{1}{2|u|} \tag{4.21}
\end{equation*}
$$

It is assumed that the OTA gain is constant over output swing in all the above


Figure 4.7: Pole-Zero mapping (a) STF, (b) NTF for different OTA gains.
discussions. In practice, OTA gain is a function of input voltage, which causes harmonic distortion. Since the magnitude of the associated input-referred error signal is no more than $v_{\text {outmax }} / A$, The maximum output of OTA $\left(v_{\text {outmax }}\right)$ is $\left(C_{1} / C_{5}\right) \cdot v_{\text {inmax }}$. Therefore, upper limit on the distortion of the signal is

$$
\begin{equation*}
T H D=\frac{C_{1}}{C_{5}} \frac{1}{A} \tag{4.22}
\end{equation*}
$$

Even if there is no explicit distortion limit for the ADC, it is needed to ensure that the loop filter is sufficiently linear so that the distorted out-of-band quantization


Figure 4.8: Bode plot (a) STF, (b) NTF for different OTA gains.


Figure 4.9: ADC characteristics vs. Gain (a) SNR, (b) THD, (c) SNDR.
noise does not fall in the noise notch. Based on these considerations, the amplifier is designed for a particular gain, followed by modulator simulations to verify that the amplifier's linearity is adequate.

Further, the programmable resolution ADC with finite OTA gain is modelled in MATLAB. The ADC is simulated with a sinusoidal signal of frequency 123 Hz for resolutions from 8-15 bit. As the OTA gain is varied from 0 dB to 80 dB , SNR, THD and SNDR are observed as shown in figure 4.9. It can be seen that, the SNR improves with the OTA gain. It is observed that, the gain around 80 dB ensures the THD below -90 dBc , which is needed in case of 15 - bit resolution. From this result it is concluded that, OTA with 80 dB gain serves our purpose of designing an ADC that is programmable from 8 -bit to 15 -bit.

### 4.3 Realization of Programmable resolution ADC

The ADC works as SAR ADC for 8-11 bit resolution and a multi-bit quantizer DSM for $12-15$ bits. Here, the SAR ADC works as a multi-bit quantizer. The proposed programmable resolution ADC is built with OTA, comparator, digital control logic, bootstrapped switch, capacitors and switches. This section discusses the design of each of these blocks. The total input referred noise power for a switched-capacitor integrator (Schreier et al. 2005) is given by equation (4.23).

$$
\begin{equation*}
\overline{v_{n, d i f f}^{2}} \approx 4 \cdot \frac{2 k T}{C_{1}} \tag{4.23}
\end{equation*}
$$

By considering the in-band mean-square noise, the value of capacitor $C_{1}$ is calculated and tabulated as shown in table 4.3 using equation (4.24) for a required SNR. Therefore, the capacitor $C_{1}$ is determined as 1 pF subject to the noise for 15 -bit resolution. The value of capacitor $C_{5}$ is determined as 3.3 pF from the integrator gain which is 0.3 .

$$
\begin{equation*}
C_{1} \geq \frac{64 k T}{V_{d d}^{2} O S R} 10^{S N R / 10} \tag{4.24}
\end{equation*}
$$




Table 4.3: The capacitor size $C_{1}$, slew rate and UGB requirements of OTA for all resolutions.

| Target resolution | OSR | SNR $(\mathrm{dB})$ | $\overline{v_{n, \text { diff }}^{2}}$ | $C_{1}(f F) \geq$ | SAR | $f_{c l k}(\mathrm{kHz})$ | Slew rate $(V / \mu s)$ | UGB $(\mathrm{MHz})$ | $I_{b}(\mu A)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | 1 | 50 | $4.05(\mu V)^{2}$ | 8.2 | 8 | 18 | 0.08 | 0.43 | 0.1 |
| 9 | 1 | 56 | $1.02(\mu V)^{2}$ | 32.6 | 9 | 20 | 0.09 | 0.47 | 0.12 |
| 10 | 1 | 62 | $0.26(\mu V)^{2}$ | 129.7 | 10 | 22 | 0.1 | 0.51 | 0.14 |
| 11 | 1 | 68 | $64.2(n V)^{2}$ | 516.2 | 11 | 24 | 0.11 | 0.55 | 0.15 |
| 12 | 16 | 75 | $12.8(n V)^{2}$ | 161.8 | 7 | 256 | 1.2 | 4.9 | 1.5 |
| 13 | 16 | 81 | $3.2(n V)^{2}$ | 643.8 | 8 | 288 | 1.3 | 5.4 | 1.8 |
| 14 | 32 | 86 | $1.02(n V)^{2}$ | 1018 | 8 | 576 | 2.7 | 10 | 4 |
| 15 | 128 | 92 | $0.26(n V)^{2}$ | 1013 | 6 | 1792 | 9 | 27 | 12 |

### 4.3.1 OTA

The folded cascode OTA (Allen et al. 1987) is used to implement the switchedcapacitor integrator as shown in figure 4.10. In previous section it is discussed that a DC gain of 80 dB is sufficient to keep the third harmonic distortion below -90 dBc . The slew rate and UGB requirements of OTA depend on the clock frequency used for a particular resolution from 8-bit to 15 -bit. The designed ADC operates as SAR ADC for $8-11$ bits and first-order multi-bit SAR quantizer DSM for 12-15 bits. Therefore, a first-order $N$-bit quantizer DSM requires $(N+1) \cdot O S R$ clock cycles for conversion. The Nyquist sampling frequency is 2 kHz . Table 4.3 lists the quantizer resolution, OSR and frequency $\left(f_{c l k}\right)$ of the clock. The required slew rate and UGB of OTA are determined from clock frequency using equations (3.8), (3.10) and are tabulated. The bias current of folded cascode OTA and clock frequency are chosen according to ADC resolution.

The FC OTA is designed such that it operates in weak inversion region for all bias currents. The transistors are sized in such a way that, the flicker noise as well as the effect of transistor mismatch (Pelgrom et al. 1989) are less. Figure 4.11 shows AC response of FC OTA for all bias currents. It is observed that, the DC gain of OTA is greater than 80 dB in all these cases and also the required slew rate and UGB have been achieved. Also, the phase margin is above $60^{\circ}$ for all cases which can be seen from figure 4.11 b. Further, the DC analysis is carried out by varying the input voltage. Figure 4.12 shows the DC gain variation over output swing. It confirms the variation in DC gain is less than 1 dB over $\pm 0.54 \mathrm{~V}$ output swing, which helps to reduce the harmonics.


Figure 4.11: FC OTA AC analysis (a) Magnitude response (b) Phase response.


Figure 4.12: FC OTA DC Gain vs. output swing.

### 4.3.2 Digital Control logic unit

The block level diagram of digital control logic circuit is shown in figure 4.13. It is designed using verilog-A and then synthesized. The resolution of ADC is programmable using a 3 -bit select bus res $[2: 0]$. The SAR resolution controller programs the counter as per the chosen resolution. The counter starts counting on every positive edge of clock and generates $E o C$ signal when it reaches the upper limit. Meanwhile, the comparator output $\left(D_{\text {out }}\right)$ is stored in SIPO for every clock cycle. At the end of conversion, $E o C$ signal triggers SIPO and gives out the $N$ - bit digital data. The switch control logic takes the comparator output $\left(D_{o u t}\right), E o C$ and $c l k$ as input signals and generates the control signals for all switches $\left(S_{1: 16}\right)$ in every clock cycle.


Figure 4.13: Block diagram of digital control logic.

### 4.4 Results

The proposed programmable resolution ADC is laid out in UMC 180 nm 1 P 6 M CMOS technology as shown in figure 4.14 and occupies an area of $725 \mu \mathrm{~m} \times 315 \mu \mathrm{~m}$. The capacitors $C_{1}=C_{2}=C_{3}=C_{4}=1 \mathrm{pF}$ and $C_{5}=C_{6}=3.3 \mathrm{pF}$ are implemented using MIM capacitors and dummy capacitors are placed around this capacitor bank to minimize the interference as well as mismatch. Also, the analog and digital layouts are separated by guard rings and distinct supply voltages are used to reduce cross talk. Further, the post layout simulations are carried out with an ADC full scale range of 1.8 V differential with a Nyquist sampling frequency of $2 \mathrm{kS} / \mathrm{s}$. Figure 4.15 and 4.16 show the ADC


Figure 4.14: Layout of PADC.
output spectrum for resolutions from 8-bit to 15 -bit respectively. The first-order noise shaping ( 20 dB /decade) can be observed in the resolution modes 12 -bit to 15 -bit. The number of FFT points used for ADC simulations from 8-bit to 11 -bit is 256 . 12-bit and 13 -bit ADC simulations used 4,096 FFT points. 14-bit ADC simulations used 8,192 FFT points and 15 -bit ADC simulations used 32,768 FFT points. The results of ADC simulations for various resolution modes ( 8 -bit to 15 -bit) are summarized in table 4.4. The proposed ADC offers adequate ENoB for each resolution mode.

Figure 4.17 shows the plot of SNDR of the proposed ADC over a normalized input with respect to full signal swing for all resolution modes (8-15 bit). Also, figure 4.18 depicts a consistent SNDR over an input signal frequency for all target resolutions. Figure 4.19 shows the stacking diagram of power consumption by OTA, digital control logic, DAC and comparator. Table 4.5 shows the comparison of the performance of

(a)


Figure 4.15: PADC output spectrum for various resolutions @ $f_{i n}=117 \mathrm{~Hz}, 256$ FFT points (a) 8-bit, (b) 9-bit, (c) 10-bit, (d) 11-bit.

proposed ADC with similar type ADCs . It can be seen that the proposed ADC is on par with many designs found in state-of-the-art and demonstrated a new approach to implement programmable resolution ADC.


Figure 4.16: PADC output spectrum for various resolutions @ $f_{\text {in }}=117 \mathrm{~Hz}$ (a) 12-bit, 4096 FFT points (b) 13-bit, 4096 FFT points (c) 14-bit, 8192 FFT points (d) 15-bit, 32768 FFT points.

Table 4.4: PADC post layout simulation results summary.

|  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Target resolution | OSR | SAR | $f_{c l k}$ | ENoB (bits) | SFDR $(\mathrm{dB})$ | Power $(\mu W)$ |
| 8 | 1 | 8 | 18 | 7.17 | 58.37 | 0.856 |
| 9 | 1 | 9 | 20 | 8.2 | 63.5 | 1.02 |
| 10 | 1 | 10 | 22 | 9.18 | 69.14 | 1.17 |
| 11 | 1 | 11 | 24 | 10.14 | 66.3 | 1.287 |
| 12 | 16 | 7 | 256 | 11.22 | 76.4 | 12.47 |
| 13 | 16 | 8 | 288 | 11.73 | 77.8 | 14.95 |
| 14 | 32 | 8 | 576 | 12.9 | 83.7 | 33.06 |
| 15 | 128 | 6 | 1792 | 13.97 | 91.63 | 98.35 |



Figure 4.17: Variation in SNDR with input amplitude for various resolutions.


Figure 4.18: Variation in SNDR over input signal bandwidth for various resolutions.


Figure 4.19: PADC power consumption vs. resolution.

|  | Kumar et al. (2009) | Varshney et al. (2013) | Yip and Chandrakasan (2013) | Chaturvedi et al. (2013) | $\begin{aligned} & \text { Zhu et al. } \\ & (2014) \end{aligned}$ | Nasserian et al. (2019) | This Work |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Technology (nm) | 65 | 45 | 65 | 130 | 180 | 180 | 180 |
| Supply voltage ( $V$ ) | 0.8 | 1.2 | 1 | 1 | 0.5-0.9 | 1 | 1.8 |
| Resolution (bits) | 8, 10, 12 | 4, 5, 6 | 5-10 | 1-8 | 6-10 | 1-10 | 8-15 |
| Sampling rate | $200 \mathrm{MS} / \mathrm{s}$ | $240 \mathrm{MS} / \mathrm{s}$ | $200 \mathrm{kS} / \mathrm{s}$ | $1 \mathrm{MS} / \mathrm{s}$ | $2 \mathrm{MS} / \mathrm{s}$ | $5 \mathrm{kS} / \mathrm{s}$ | $2 \mathrm{kS} / \mathrm{s}$ |
| Area (mm ${ }^{2}$ ) | - | - | 0.3525 | 0.1638 | 0.21 | 0.0205 | 0.228 |
| SNDR (dB) | 69.1@12 | 23.4 @ 4 | 30.4-55 | 48.1 @ 8 | 36.8-56.4 | 57.59 @ 10 | 45-86 |
|  |  | 28.8 @ 5 |  |  |  |  |  |
|  |  | 35.4 @ 6 |  |  |  |  |  |
| Power ( $\mu \mathrm{W}$ ) | 16000 @ 8 | 80 @ 4 | 0.91-2.77 | 1.76-8.8 | 10.4-22.1 | 0.42 @ 10 | 0.86-98 |
|  | 20000 @ 10 | $96 @ 5$ |  |  |  |  |  |
|  | 24000 @ 12 | 1150 @ 6 |  |  |  |  |  |
| FoMS (dB) | 168.3 @ 12 | 148.17@ 4 | 143.8-163.5 | 98.65 @ 8 | 149.6-165.9 | 158.35 @ 10 | 138.7-159.1 |
|  |  | 152.87@ 5 |  |  |  |  |  |
|  |  | 78.6 @ 6 |  |  |  |  |  |

## Chapter 5

## CONCLUSIONS AND FUTURE DIRECTIONS

### 5.1 Conclusions

SAR ADC is well suited for moderate resolution and energy efficient applications such as biomedical signal acquisition. Therefore, this research is focused in the direction of optimizing the power consumption and area aspects of conventional SAR ADC. In this approach, a novel energy efficient differential switching scheme for feedback DAC used in SAR ADC is proposed to reduce the power consumption as well as area. The proposed switching scheme utilizes single reference voltage $V_{c m}$ (i.e. $0.5 V_{r e f}$ ) and improves the switching energy efficiency. The proposed switching scheme is $96.88 \%$ energy efficient and $50 \%$ capacitor area efficient than conventional switching scheme. A 10-bit SAR ADC is designed and simulated in UMC 90 nm CMOS 1P9M process technology with supply voltage of 0.5 V . The proposed SAR ADC achieves 55.93 dB SNDR, which is equivalent to ENoB of 9 bits. The obtained SFDR for SAR ADC is 77.17 dB . The FoMW is calculated, and it is $38.67 \mathrm{fJ} /$ conv.

Further, a switched capacitor based SAR ADC is proposed based on passive reference charge sharing and charge accumulation technique which uses less number of capacitors compared to conventional SAR ADC. The passive charge sharing technique is used to generate the necessary reference voltages for SAR ADC. To validate the functionality of the proposed SAR ADC design, a model has been developed in MATLAB and the behavioral simulations are carried out. Later, the non-idealities of practical amplifier and their effects on the proposed ADC are discussed. These non-idealities
are incorporated into MATLAB model and their effects on the ADC characteristics are evaluated. The proposed ADC is designed using UMC 180 nm 1P6M CMOS technology for a target resolution of 11-bits. The post-layout simulations prove that the ADC achieved 10.14 bits of ENoB, FoMW of 0.12 pJ/conv-step by consuming $0.28 \mu \mathrm{~W}$ and occupies an area of $0.17 \mathrm{~mm}^{2}$. Also, the histogram testing shows that both INL and DNL are less than $\pm 1$ LSB.

In addition, a novel fully differential switched-capacitor integrator based programmable resolution hybrid ADC architecture is proposed. An 8-bit to 15-bit programmable resolution ADC is implemented to verify the proposed method. Also, the effects of non-idealities of OTA, such as finite values of gain, UGB and slew rate on ADC characteristics are modelled and studied through behavioural simulations. Further, the non-linearity in ADC characteristics due to the capacitors' mismatch is also calculated. The proposed ADC is designed and laid out in UMC 180 nm 1P6M CMOS technology and occupies an area of $0.228 \mathrm{~mm}^{2}$. Post layout simulations show that the proposed ADC achieves an adequate SNDR in all resolution modes (8-bit to 15-bit). The total design consumes $0.86 \mu W$ to $98 \mu W$ in 8 to 15 -bit resolutions respectively from a supply voltage of 1.8 V .

### 5.2 Future Directions

The supply voltage plays a crucial role in the linearity of SAR ADC transfer characteristics. Also, the large capacitors in the feedback DAC need to be charged in less time with greater accuracy. Therefore, it will be quite interesting to design on-chip low-dropout (LDO) regulators to generate supply voltages for large load capacitors with wide range of load currents.

In this thesis, the design of input buffers for ADCs , which drive the large sampling capacitors in the feedback DAC, is not investigated. Also, to support the high ADC sampling rates, the input buffer needs to be designed with high slew rate as well as UGB, which requires very large bias currents. Therefore, it will be a challenging task to design input buffer circuits with low power consumption.

In recent years, multiple recording channels become popular in low frequency applications. These applications demand either high sample rate ADCs for time multiplexing or dedicated ADCs for each channel. The proposed switched capacitor based ADCs are using OTA as one of their main blocks. The OTA contributes major portion
of the ADC power consumption. Also, the finite gain, slew rate and UGB of OTA limits the ADC linearity. High sampling rate ADCs need large slew rate as well as UGB. Therefore, designing a simple OTA with all the requirements operating with low voltage, consuming less power will be quite challenging.

The higher order modulators with SAR quantizer can achieve high resolutions with low OSR. This relaxes the required specifications of OTA. Therefore, there is a high scope for research to design higher order cascode architectures using SAR quantizer.

The future IC trends depend a lot more on migrating to smaller technology nodes because of the ultra-low voltage operation, reduction in chip area and integration of more functions at a lesser cost. Migrating to sub 100 nm technology reduces the area occupied by capacitors. However, the real challenge is the design of some of the analog blocks such as OTA with sub 100 nm technologies. Analog blocks at sub 100 nm technology nodes lead to significant short channel effects and degrade the performance severely. Therefore, there is a scope for the design of analog blocks such as OTA in sub 100 nm technologies that are robust in their performance and reliability.

The major challenge in wireless sensor networks wherein the sensors are located at remote places and the data is transmitted wirelessly is that the power consumed by the wireless data transceivers is much higher than the power consumed by the sensors in capturing the data. Therefore, the field of ultra-low-power transceiver design has great scope, and research in this field can revolutionize sensor networks.

## Appendix I ADC Characterization metrics

The performance of ADC is determined from both transfer characteristics and dynamic characteristics. Optimization of application specific critical metrics help in achieving an improved performance. Some significant characterization metrics used for ADC are discussed here.

## A-1 Static Metrics

The accuracy of signal is limited by deviation of transfer characteristics of ADC from ideal one. Ideally, this characteristic is a staircase with perfectly uniform and identical steps with step size 1LSB over full scale dynamic range as shown in figure A.1a. Deviations from this ideal transfer characteristics are measured in terms of DC Characterization metrics of the converter

## Quantization error

The output of ADC is $N$-bit digital sequence which has finite number of values ( $2^{N}$ ) whereas the input is infinite valued signal. Here $N$ is known as the resolution of the ADC . The input dynamic range is divided into $2^{N}$ discrete levels. The difference between adjacent reference levels is called as LSB which signifies the minimal change at the output. Thus, the sampled input value is rounded off to nearest reference level. This round-off process is known as quantization which adds an error signal $\left(Q_{e}\right)$.

$$
\begin{equation*}
Q_{e}=V_{\text {in }}-V_{\text {out }} \tag{A.1}
\end{equation*}
$$



Figure A.1: 3-bit Ideal ADC characteristics (Baker 2008a) (a) Transfer characteristics (b) Quantization error.

This quantization error puts a theoretical upper limit on achievable resolution even in ideal ADC. Figure A.1b shows the variation of quantization error with input signal. Ideally, the quantization error is limited to $\pm 0.5 \mathrm{LSB}$ when input lies within the dynamic range of ADC . On the other hand, when the input signal overloads the quantizer, (i.e. input signal exceeds quantizer dynamic range) the quantization error increases. This phenomenon is known as quantizer saturation. The rms value of the quantization error $\left(Q_{e}\right)$ is calculated as in equation (A.2) (Baker 2008a)

$$
\begin{equation*}
Q_{e, r m s}=\sqrt{\frac{1}{V_{L S B}} \int_{-0.5 V_{L S B}}^{0.5 V_{L S B}}\left(V_{L S B}\right)^{2} d V_{L S B}}=\frac{V_{L S B}}{\sqrt{12}} \tag{A.2}
\end{equation*}
$$

## Offset

The deviation of the first code transition from 0.5 LSB is defined as offset error. It shifts all code transitions by the same amount leading to deviation in the mean value
of quantization error which can be corrected digitally. The graphical representation of offset is shown in figure A.2.


Figure A.2: 3-bit ADC transfer characteristics with Offset (Baker 2008a).

## Gain error

The gain of an ADC is defined as the slope of straight line by interpolating the transfer characteristic of an ADC. The deviation of gain from the ideal ADC gain is known as gain error or scale factor error. Figure A. 3 shows the transfer characteristics and quantization error of an ADC which has gain error. Gain error gives information about mean deviation of LSB from ideal one. In most of the applications small gain error and offset errors are tolerable because the linearity of transfer characteristics are not affected. Moreover, these errors can be calibrated digitally.


Figure A.3: 3-bit ADC transfer characteristics with Gain error (Baker 2008a).

## Non linearity

In practical ADC, the step size of all transition codes is non-uniform. This introduces non linearity in transfer characteristics as shown in figure A.4. Thus, the random variation of step sizes given by DNL and the correlation between successive step sizes specified by INL. All information about transfer characteristics of an ADC can be measured by mentioning all code widths or code transitions. Figure A. 4 illustrates INL and DNL.

## DNL

DNL is defined as the normalized deviation of each individual code step size from LSB (i.e. ideal step size).

$$
\begin{equation*}
D N L(k)=\frac{V_{k+1}-V_{k}}{L S B}-1 \quad k=0,1, \ldots . N-1 \tag{A.3}
\end{equation*}
$$



Figure A.4: 3-bit ADC characteristics with non linearity (Baker 2008a).

Here, $V_{k}$ is the input voltage at which the output of ADC changes from code $(k-1)$ to $k$. DNL gives information about the slope of transfer characteristics of ADC at local point. If any step size is 0 , then the corresponding code does not exist. Thus, DNL $\leq-1$ LSB implies missing code. Thus, an absolute value of DNL less than one LSB ensures that all codes exist and is also a sufficient condition for preserving the monotonicity of transfer characteristics. The increase in quantization error is directly proportional to absolute value of DNL.

## INL

INL is defined as the normalized deviation of each individual code transition from the ideal one. Graphically, INL is interpreted as the deviation in transfer characteristics of an ADC from a straight line passing through the first and last code transitions.

$$
\begin{equation*}
I N L(k)=\frac{V_{k}}{L S B}-k \quad k=0,1, \ldots . N-1 \tag{A.4}
\end{equation*}
$$

$I N L$ and $D N L$ are dependent on each other and both present same information in two ways. INL gives the broader picture of transfer characteristics where as DNL gives the granularity in a certain region.

$$
\begin{align*}
I N L(k) & =\sum_{i=0}^{k-1} D N L(i)  \tag{A.5}\\
D N L(k) & =I N L(k+1)-I N L(k) \tag{A.6}
\end{align*}
$$

There are certain applications in which DNL is more important than INL and vice versa. For example, the feedback systems and displays need low DNL and communication systems need low INL characteristics.

## A-2 Dynamic Metrics

The overall performance of an ADC is limited by the distortion, that occurs due to several dynamic aspects. All these dynamic effects are studied in spectral analysis of the ADC output (Baker 2008b).


#### Abstract

Aliasing The sampling process introduces alias of the original signal at different frequencies in input signal spectrum. These alias components can be filtered using low pass filter, if all aliasing frequencies are greater than the actual input signal frequency. Thus, the sampling frequency must satisfy Nyquist criteria. $$
\begin{equation*} f_{\text {alias }}=f_{\text {in }}+k f_{s} \quad(k=\ldots-1,0,1, \ldots) \tag{A.7} \end{equation*}
$$

\section*{Aperture error}

The sampling clock jitter changes the sampling instant slightly. This introduces an error for a sample input signal and it depends on the local slope of input as shown in figure A.5. This distortion appears as noise and degrades the signal to noise ratio, since clock jitter is a random variable. Equation (A.8) shows that the rms error increases with the frequency of input signal.


Sampling error at $n T_{s}=$ Slope of signal at $n T_{s} * \delta t$


Figure A.5: Aperture Error (Baker 2008a).
Here $\delta \mathrm{t}$ is the uncertainty of clock from ideal one at $n T_{s}$.
Let $V_{\text {in }}=A \sin 2 \pi f_{\text {in }} t$ and $\delta V_{\text {in }}$ be the sampling error then,

$$
\begin{align*}
\delta V_{i n} & =\left.\frac{d V_{i n}}{d t}\right|_{n T_{s}} * \delta t \\
\delta V_{i n} & =2 \pi f_{i n} A \cos 2 \pi f_{i n} n T_{s} * \delta t \\
\delta V_{i n, r m s} & =\sqrt{2} \pi f_{i n} A \tag{A.8}
\end{align*}
$$

## Signal to Noise and Distortion Ratio (SNDR)

In ideal case, an ADC adds quantization noise only. Thus the SNR at the output of an ADC is calculated theoretically using equations (A.9) and (A.10).

$$
\begin{align*}
S N R_{\text {ideal }, d B} & =20 \log _{10}\left(\frac{V_{i n, r m s}}{Q_{e, r m s}}\right)  \tag{A.9}\\
& =20 \log _{10}\left(\frac{\frac{V_{R E F}}{2 \sqrt{2}}}{\frac{V_{R E F}}{2^{N} \sqrt{12}}}\right) \\
S N R_{\text {ideal }, d B} & =6.02 N+1.76 \tag{A.10}
\end{align*}
$$

The deviation of transfer characteristics from ideal one results in additional distortion in practical ADC. Aperture error caused by clock jitter also adds some noise. Moreover, thermal and flicker noise of circuit components and harmonic distortion also appear in the spectrum of output signal. All these noise components deviate the SNR from its theoretical value. SNDR is defined as the ratio of input signal power and total rms power of noise and distortion, as given in equation (A.11). SNDR is also referred to as SINAD.

$$
\begin{equation*}
S N D R_{d B}=10 \log _{10}\left(\frac{V_{\text {in }}^{2}}{2\left(V_{Q_{e}}^{2}+V_{D \text { istortion }}^{2}\right)}\right) \tag{A.11}
\end{equation*}
$$

## Effective Number of Bits (ENoB)

In practice, an ADC introduces not only quantization noise but also some additional noise as discussed above. ENoB is a measure of the effective resolution of an ADC accounting for all noise components including quantization noise. The relation between ENoB and SNDR is given in equation (A.12).

$$
\begin{equation*}
E N o B=\frac{S N D R-1.76}{6.02} \tag{A.12}
\end{equation*}
$$

where SNDR is measured in dB .

## Spurious Free Dynamic Range (SFDR)

SFDR relates the input signal and the largest spike in the output spectrum upto nyquist frequency. SFDR strongly correlates with input signal because the harmonic components of input are reflected as highest peaks in output spectrum at larger inputs, as given in equation (A.13).

$$
\begin{equation*}
S F D R(d B c)=\text { input } \operatorname{signal}(d B)-\text { higest } \operatorname{spur}(d B) \tag{A.13}
\end{equation*}
$$

## Dynamic Range (DR)

Ideally, the dynamic range $(\mathrm{DR})$ is defined as the ratio of maximum output signal change over minimum output signal change, as in equation (A.14).

$$
\begin{equation*}
D R=20 \log _{10}\left(\frac{V_{R E F+}-\left(V_{R E F+}-V_{R E F-}\right) / 2^{N}-V_{R E F-}}{\left(V_{R E F+}-V_{R E F-}\right) / 2^{N}}\right)=6.02 \mathrm{~N} \tag{A.14}
\end{equation*}
$$

A further way to specify DR is the ratio of input signal amplitude when SFDR is 0 dBc to the input signal amplitude when SNDR is 0 dB .

## A-3 Figures of Merit

The main performance metrics of an ADC are represented in terms of resolution, bandwidth and power consumption. There is a trade-off between these three and ADCs are designed according to the application. Hence, difficulty arises when comparing several ADC architectures. This leads to evolution of figures of merit (FoM) after reviewing a huge number of ADCs. This allows designers to compare energy efficiency of ADCs operating in different conditions.

## Figure of Merit by Walden (FoMW)

FoMW is introduced by (Walden 1999) assuming that the power consumption of an ADC increases linearly with sampling frequency and SNDR. This defines the energy required per conversion-step in terms of pico Joules per conversion step ( $\mathrm{pJ} /$ conversionstep) is given in equation (A.15).

$$
\begin{equation*}
F o M W=\frac{\text { Power }}{2^{\text {ENoB }} f_{\text {sample }}} \tag{A.15}
\end{equation*}
$$

## Figure of Merit by Schreier (FoMS)

The accuracy of high resolution ADCs is mostly limited by thermal noise. The reduction in thermal noise by half leads to four times increase in power consumption. Initially, this constraint was explored by (Rabii and Wooley 1997) and a new expression for FoM was proposed. Later, this was reformulated by (Schreier et al. 2005) in dB scale, as given in equation (A.16) which is known as FoMS. Here, power consumption of an ADC is measured in watts.

$$
\begin{equation*}
F o M S=S N D R_{d B}+10 \log _{10}\left(\frac{2 f_{\text {in }}}{\text { Power }}\right) \tag{A.16}
\end{equation*}
$$
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