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ABSTRACT

Advancement in Information Communication Technology (ICT) and the Internet of

Things (IoT) has led to the continuous generation of a large amount of data. Smart city

projects have been implemented in various parts of the world where public data

analysis helps provide a better quality of life. Recently, big data analytics has played

an essential role in many data-driven applications. Big data technologies are moving

towards knowledge discovery from the raw data in real time. Real-time data analytics

is essential in industries such as finance, healthcare and e-commerce, where decisions

need to be made quickly to stay competitive. Multiple data sources also enable

organizations to gain a more complete picture of their business, customers and

operations. However, processing and analyzing data from multiple sources in real-time

present significant challenges including data integration, data quality and scalability.

To overcome these challenges, organizations must have a well-designed architecture,

the right tools and technologies, skilled data analysts and engineers.

Real-time analytics for finding valuable insights at the right time using smart city

data is crucial in making appropriate decisions for city administration. It is essential to

use multiple data sources as input for the analysis to achieve more accurate data-driven

solutions. Public safety is one of the major concerns in any smart city project in which

real-time analytics is useful in the early detection of valuable data patterns. It is crucial

to find early predictions of crime-related incidents and generate emergency alerts for

making appropriate decisions to provide security to the people and the safety of the

city’s infrastructure. In this research, we propose a real-time big data analytics

framework using multiple data sources from a smart city to find better data-driven

solutions for public safety. Public safety is one of the major concerns in any smart city

project where real-time analytics is much useful to provide security to the people and

safety to city infrastructure. Analytics using multiple data sources for a specific

data-driven solution helps to find more data patterns, increasing the accuracy of



analytics results. Data preprocessing is challenging in data analytics when data is

ingested continuously in real time into the analytics system. The proposed system

helps preprocess the real-time data with data blending of multiple data sources used in

the analytics.

The proposed framework is beneficial when data from various sources are ingested

in real time as input data and is also flexible to use any additional data source of

interest. The experimental work was carried out with the proposed framework using

multiple data sources to find real time crime-related insights that help the smart city’s

public safety solutions. The experimental outcome using the proposed data blending

mechanism shows a significant increase in the number of identified useful data patterns

as number of data sources increase. A real time emergency alert system to help the

public safety solution is implemented using a machine learning based classification

model with the proposed framework. Early detection and crime prevention are critical

challenges to provide better safety within the city. Predictive policing has been around

for a long time to monitor crimes based on past crime records by identifying the crime

hotspots. Previous works on crime prediction have used historical data from specific

sources to build the prediction model. In this work, real time data from multiple sources

and historical data are used to improve the prediction model’s performance.
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CHAPTER 1

INTRODUCTION

Data and analytics play an important role in almost all business applications across a

wide range of industries. A confluence of advances in the technologies like big data,

analytics, Artificial Intelligence (AI), and Machine Learning (ML) are the key

attention of data analysts and top-level administrators of various enterprises. The tools

and technologies for data analytics are continuously evolving, which creates

opportunities for enterprises to prepare for transformations and challenges ahead.

Integrating Information Technology (IT) across each organization leads to the creation

of large amount of data. The digitization and growth in the number of mobile devices

and sensors create ample space for generating data on a large scale. The total amount

of digital data created worldwide will rise to 175 zettabytes by 2025, which was 40

zettabytes in 2019 as per the report from IDC Data Age 2025 (Reinsel et al. 2017). In

this digital world, it is essential for organizations to become more data-driven and

harness the data for valuable insights. As per Fortune Business Insights reports, the big

data and analytics market was valued at 168.8 billion US dollars in 2018 and is

expected to grow to 655.3 billion US dollars by 2029 (Report 2022). With this

exponential growth, harnessing the data for useful insights is one of the challenging

tasks for data analysts. By 2025, more than 90 percent of the most successful

companies in the world will be deploying real-time intelligence and event-streaming

technologies to improve data-driven decisions (Hopkin 2023). It is important for
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1. Introduction

organizations to focus more on analyzing real-time data rather than historical data for

better solutions.

Real-time analytics refers to the process of analyzing and interpreting data in

real-time as it is generated, rather than after it has been collected and stored. This

means that data is analyzed as it is produced, providing immediate insights and

actionable intelligence. Real-time analytics involves the use of technologies such as

stream processing, machine learning, and artificial intelligence to process and analyze

large volumes of data in real-time. This approach is particularly valuable in situations

where quick decision-making is required, such as in financial trading, fraud detection,

predictive maintenance, and real-time marketing. Real-time analytics can help

organizations gain a competitive edge by allowing them to respond quickly to

changing market conditions, customer behavior, and emerging trends.

1.1 REAL-TIME BIG DATA ANALYTICS

In simpler terms, real-time analytics refers to the ability to process the new data as and

when it is generated in order to make data-driven decisions in real-time. As per the

Gartner definition (Gartner 2020), ”Real-time analytics is a discipline that uses logic

and mathematics to analyze data in order to provide insights that help people make

better decisions faster”. Continuous Intelligence (CI) is an emerging trend in Big data

analytics, in which real-time analytics are integrated into processing historical and real-

time data to design a specific data-driven solution.

In the computing context, real-time data processing implies performing an operation

on data just after it is generated. For some use cases, real-time ensures that the analytics

are done within seconds or minutes of new data arriving. Real-time data, fast data,

streaming data are the most emerging terms used in recent development in the big

data world. For example, the applications involving monitoring of the environment

should use the data generated continuously like temperature information, humidity

values, etc. The analytics on this environmental data to find any predictions or data-

driven decisions should use both historical data stored as well as real-time data gets

generated continuously. Dynamic data generated continuously from different sources

2



1.1. Real-time Big data analytics

is considered as streaming data. The data comes from social media feeds or sensors,

IoT devices, and cameras; each record needs to be processed in a way that preserves

its relation to other data and sequence in time. Fast data refers to a concept related to

the processing and analysis of data in real-time or near-real-time. It involves handling

and deriving insights from large volumes of data that are generated rapidly or at high

velocity (Olmezogullari and Ari 2013). Fast data typically refers to streaming data,

such as sensor data, social media feeds, log files, financial market data, and more. Here

the volume of data generated per unit time interval in real-time is an important factor

for further analytics.

1.1.1 Big Data

The ’big data’ paradigm is expanding rapidly in recent days, where the term big data

used for datasets that are so large that they cannot be processed and managed using

traditional database concepts. The requirement for big data is working with data of any

size. The term ’Big data’ refers to all the data that is being created across the globe at an

exponential rate. This data could be either structured or unstructured. Big data differs

from traditional data in its volume, velocity, and variety, which are three V’s defining

big data.

• Volume-The data generated from different applications and services are huge in

volume, which cannot be handled with our traditional database system. Storage

systems should able to manage terabytes and petabytes of data.

• Velocity- Applications and services generate data continuously. The storage and

analytics system must be capable of handling these data. Real-time data is most

important for timely decisions and predictions.

• Variety- The data generated is in different formats like text, audio, video, images.

All these different formats of data from various sources are very important in the

analysis.

The recent definitions of big data also include five V’s, seven V’s, eight V’s with

Veracity, Variability, Value, Visualization, and Validity. Veracity is about the
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1. Introduction

trustworthiness of the data, which is how accurate and truthful the data is?. Variability

refers to the inconsistency of the data where the meaning of the data is constantly

changing. Value of the data is a more crucial characteristic referring to its business

value. Visualization refers to representing or visualizes the data in more meaningful

ways. Validity refers to the correctness or how accurate the data for a specific purpose.

1.1.2 Analytics

Analytics is the process that takes data as input from different sources, investigates it

for valuable patterns, interprets those patterns, and finally communicates the results

as per the required solution. It uses statistics, mathematics, and predictive models to

find the knowledge from the datasets that are complex to analyze manually. Recent

advancements in technology has increased the power of analytics. Many analytics

tools in recent days are integrated with advanced technologies like pattern recognition,

machine learning, and deep learning that help in better performance.

Technological advancement in data analytics is changing the business process by

enabling faster and better decisions based on real-time analytics. When data analysts

can harness valuable insights from data faster, it has a significant advantage in reducing

costs, increasing efficiency and profit. Extracting valuable insights from raw data in

real-time is critical for many real-time applications. The demand for real-time analytics

is high in recent days in various fields where data-driven solutions are being used. In

most data-driven solutions, real-time processing of data for making timely decisions can

enhance the quality of service, improve the accuracy of predictions, and helps to make

early decisions. It is challenging for the data analysts to process data from multiple

sources in real-time for a specific analytical solution. The analytics outcomes are more

effective and accurate when more data from appropriate data sources get processed for

a specific analytical solution.

Figure 1.1 shows different processes involved in real-time big data analytics.

Depending on the purpose of the analysis, it may consider both real-time data and

historical data for the analysis. It consists of both real-time process and batch process

systems. Batch processing is the processing of a large volume of data collected over a
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Figure 1.1: Real-time big data analytics process

period of time. Batch processing jobs are completed simultaneously nonstop, in

sequential order. Real-time processing is the processing of the data instantly as and

when data streams are collected from the data source. Analytics results are the results

from the real-time views or batch views or the combined results of both.

1.2 REAL-TIME ANALYTICS IN SMART CITY

1.2.1 Smart City

Urban development is an important issue for any government as the urban population

is increasing around the world in recent days, as stated by (Dirks et al. 2010). It is an

essential task for any government to offer better services to the residents and managing

those services in the city. Smart cities are popular urban development projects integrated

with Information and Communication Technology (ICT) helps in the sustainability of

the cities for a long time in terms of quality of life. Many smart city definitions are given

by the industry and academia, some interesting definitions can be found in (McMillan

et al. 2016), (Chourabi et al. 2012), (Vilajosana et al. 2013), and (Ismail 2016). The

main goal of the smart city project is to provide better services for the people living

in the cities. It includes better management of cities with good infrastructure within

the city along with smart services. The most common services offered in the smart

cities are effective traffic and parking management, monitoring of environment and

5



1. Introduction

managing infrastructure, better platform for health monitoring and management, better

security and safety to the citizens for a comfortable stay, creating opportunities for smart

agriculture, business and skill development and many more. All these services and

applications are integrated with Information and Communication Technology. Recent

development in the field of Internet of Things also helps in a great deal to achieve this.

Any smart city project design should focus on the following major components in its

framework.

• People – Includes citizens living in the city, administrators, technical and non-

technical people involved in managing the services, visitors to the city.

• Infrastructure - Important component and not limited to physical infrastructure

including corporate and resident buildings, transport system like roads, rail

tracks, parking spaces etc, power and water supply units, network infrastructure

including telephone, mobile, internet, environment including natural resources.

• Services and Applications- Different services and applications for managing the

infrastructure within the city and services for the people such as traffic

management, waste management, health monitoring, parking management,

safety and security management etc.

• Devices and Technology– Devices for monitoring the infrastructure in the city

such as video surveillance cameras, different sensors, wireless access points etc.

Technologies including data management and storage, cloud technology, software

for managing the devices, etc.

1.2.2 Analytics in Smart city

Integrating advanced technologies in smart city projects leads to generate a vast amount

of data. Various sensors, mobile devices, video surveillance cameras, social networks,

and many intelligent applications are used to provide different services for people within

the city. Digitization leads to produce a vast amount of data that can be used to make

meaningful decisions and predictions for better services within the city. The data
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1.2. Real-time analytics in Smart city

generated on a large scale within the city are in different forms like text, audio, video,

images. The big data tools and technologies help to analyze the data generated from

different sources to discover valuable insights from it. The data analysts are focusing

on advanced data-driven solutions by extracting valuable data patterns in real-time.

Many intelligent applications and services offered in smart cities are generating data

in continuous or streaming. Analysis of such data in real-time to find valuable insights

are helpful to make decisions at the right time and make early predictions.

Big data technologies and applications play a crucial role in smart city projects for

data-driven solutions. The challenge for the data analysts involved in these smart city

projects is to make timely decisions and figure out the early predictions by analyzing

the data in real-time. In smart cities, the data gets generated continuously in real-time

from different applications, devices, and social media on a large scale. The valuable

insights derived from the data generated within the city help effective management

and administration of the city services. The data-driven solutions are widely used in

smart city applications such as smart traffic management, smart parking systems, smart

environment, smart policing, smart healthcare, etc. A vast amount of user-generated

content within the city is analyzed to find valuable insights to enhance the services and

performance of smart city applications. In turn, finding valuable data patterns in real-

time greatly help in improving the performance of smart city applications and quality

of service.

Figure 1.2 is the schematic representation of real-time big data analytics system for

smart city applications. There are multiple data sources in smart city projects generated

in real-time that can be used for real-time analytics. These data are to be collected and

stored for further process in the analytics system. Since the analytics to be done using

real-time data, a better data flow to be supported for data ingestion into the analytics

system in real-time. Here Apache NiFi is used for this mechanism for data flow in

real-time (NiFi 2017). Apache NiFi does a secure and reliable transfer of data from

different sources to the analytical platform. Here NiFi brings the data from the sources

from wherever we wish to collect and makes it sense to and from Apache Kafka (Kafka

2017). The data streams being pushed to Kafka are consumed by Apache Flink for
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1. Introduction

further process in the analytics. Apache Flink helps in achieving real-time analytics

from the data pushed to it (Flink 2017). The data expected to be used in the later stages

are stored with the help of Apache Hadoop (Hadoop 2016). The insights or results

in the analytics process are used for appropriate visualization and alerts and used to

find any recommendations, predictions, and data-driven decisions as per the application

requirements.

Figure 1.2: Real-time big data analytics for Smart city

In comparison with traditional big data applications, real-time big data analytics
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has higher requirements in terms of data collection, analytical tools, security, and

management. Many smart city applications are using the data generated within the city

from different data sources. The data collected with this heterogeneity of data in

real-time streaming is an important task in the success of the data-driven solutions for

the smart city. In real-time analytics, the data get stored once but may read many

times, so the data storage technologies used must be capable of data synchronization

and sufficient to handle data at scale irrespective of time. In the applications where the

user-generated data are considered for analytics, user participation is essential to get

the expected result. It is challenging to generate and collect sufficient and suitable data

for accurate predictions, recommendations, or desired data-driven decisions. Real-time

big data analytics is a more challenging task as data from multiple sources in a smart

city are to be considered and analyzed for specific solutions.

1.3 REAL-TIME ANALYTICS FOR PUBLIC SAFETY

Smart city projects embrace the concept of a ‘Safe City’ through smart policing

solutions that provide safety and security within the city impact quality of life. Smart

policing solutions are widely used for public safety due to the technological adoption

of the Internet of Things (IoT) and Cloud, as stated by (Dhapte 2018). Transport and

traffic security, infrastructure security, emergency services for fire and medical, crisis

management, and law enforcement are the most common solutions in smart city public

safety services. Real-time information is crucial for better implementation of such

applications to provide timely services. Real-time crime centers are established in

some cities to keep the cities safe by monitoring the activities in real-time within the

city. Intelligent analytics on real-time data generated within the city is the solution for

smarter crime responses, monitoring and prevention. Law enforcement agencies are

switching towards predictive policing for their routine and investigation procedures. It

involves advanced analytics techniques to predict what and where an incident likely to

happen.

In recent days, the advancement in digitization opens up possible creation of

user-generated content from various sources — analytics on all available data as input
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to discover valuable data patterns results in finding accurate data-driven solutions. For

example, public safety for smart policing applications is to collect user-generated

content from different social networking applications and any specific smart

application designed for the same purpose. Real-time analysis of the data collected

from these data sources helps in early predictions and monitoring of crime-related

incidents within the city. It is challenging for analysts to use multiple data sources with

different properties in a specific data-driven solution.

In smart policing applications for public safety in smart cities, data analysts collect

the data within the city from different sources for finding crime-related data patterns that

are further used for crime detection and administrative decisions for crime prevention.

In this scenario, many popular social media platforms used by the public and any

specific applications offered by the police department are the major data sources of

information. All these data generated within the city are analyzed for making better

decisions or more accurate predictions for crime detection and prevention. The rapid

growth of digitization in various fields created ample space for more and more new data

sources, which are added regularly from the sources such as social media and smart

applications. It is challenging for the data analysts to use additional data sources in

their existing data-driven solutions with minimal cost and time.

1.4 MOTIVATION

The recent advancements in Information Communication Technology created scope

for data-driven applications in all fields. To find intelligent solutions by using the

appropriate data sources is becoming an important research topic for Industry and

academia. The data to be considered for analysis is not only limited to archival or

historical data but it is also proved to use real-time data for better performance and

accuracy of the solution in most of the solutions. The rapid growth in the big data world

supports different tools for processing historical data, streaming data, real-time data on a

large scale. The data-driven models which use both historic and real-time data together

are the most effective solution. The researchers provide many such solutions in different

areas like healthcare, business analytics, environmental predictions, monitoring, etc.
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Many developed and developing countries, including India, are focusing on smart

city projects to offer better services for the people in the city. These smart city

applications are integrated with Information and Communication Technology (ICT)

and the Internet of Things (IoT), generates a vast amount of data. This data can be

applied with proper analytics to find useful information that helps in better governance

in the city. Public safety solutions with security for the people and infrastructure

within the city are essential for the city to be safer and more sustainable. There are

some smart policing concepts used in smart cities to predict crimes, terror attacks,

location-based services, crime investigation using some data-driven decisions by

statistical analytics. Designing data-driven solutions help city governance to overcome

the crime rates in the city and faster investigation of crimes. These solutions make

streets and homes safer by applying robust analysis to trusted information and linking

that intelligence with law enforcement officers. It helps the city to reduce crime and

threats.

Existing systems for crime monitoring and predictions are designed to collect

historical criminal records from the police departments and generate the prediction.

However, the data often collected yearly, which may be less effective over time in

cities because of a large number of floating populations in urban areas. It is necessary

to collect the data in real-time as a large amount of data in smart cities is accessible in

a streaming manner. The rapid growth in big data analytics and streaming data

analytics made it possible to analyze data immediately as and when it gets generated at

the source. More and more technological adaptation in day-to-day life in the city

generates a large amount of data continuously. Such data generated from the users and

digital infrastructure can be analyzed instantly to derive useful data patterns. It is also

essential to use all available data sources as input to the analytical system. To get a

holistic view of the situation, as more and more data sources are used instead of

targeting on a single source, it can produce more useful insights into the prediction

system, which helps increase the performance of the system.

In this thesis, an attempt is made to propose a real-time big data analytics

framework for public safety system in smart city applications that can use real-
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time data from multiple sources for more accurate predictions in crime detection

and monitoring.

1.5 THESIS CONTRIBUTIONS

A real-time big data analytics system is proposed for public safety solutions in smart

city using multiple data sources.

1. A real-time big data analytics framework with data blending approach using

multiple data sources for smart city applications is proposed. Analytics using

multiple data sources for a specific data-driven solution helps find more data

patterns, which increases the accuracy of analytics results [Publication-1].

2. Using the proposed real-time big data analytics framework, a real-time based

emergency alert system to help the public safety solution is implemented using

a machine learning-based classification algorithm. The experiment is carried out

with different classification algorithms, and the results show that Naive Bayes

classification performs with an accuracy of 73% which is better than the other

algorithms used [Publication-2].

3. Using the proposed real-time big data analytics framework, a real-time crime

prediction system is designed that incorporates a real-time data ingestion

mechanism accompanied by a data blending approach for multiple data sources.

The results show that real-time data, along with the historical data, attains better

performance. It is also tested with different time intervals to update the

prediction model. Naive Bayes classification performs with an accuracy of 81%

which is better than the other classification methods used in the experiment

[Publication-3].

1.6 THESIS ORGANIZATION

The rest of the thesis is organized as follows: Literature survey on various techniques

and solutions with real-time big data analytics is discussed in Chapter 2. Chapter 3

discusses the proposed real-time big data analytics framework using multiple data
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sources for public safety. Chapter 4 presents a real-time emergency event detection

system for Public safety using multi-source data. Chapter 5 discusses real-time

analytics based crime prediction using proposed framework using real-time data along

with historical data. Finally, the summary of all the proposed techniques and the future

research directions are given in Chapter 6.
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CHAPTER 2

LITERATURE REVIEW

Big data has been a progressive aspect of the industry due to the data explosion, which

occupied all business categories for a few years. The data-driven applications target

competitive advantage with the help of real-time data warehouses and big data

streaming. The combination of big data and real-time analytics is becoming most

popular in data-driven applications. The academic and industry research produced

many applications using real-time big data analytics in healthcare, fraud detection,

smart grid, social media data, crime monitoring, sensor data analytics, etc. There is

considerable work in real-time data analytics for crime detection and prevention. In

this chapter, we survey existing work in real-time big data analytics for different

applications. The chapter also provides a brief details on various solutions for crime

detection and monitoring for the city safety and its limitations.

2.1 REAL-TIME BIG DATA ANALYTICS

The “big data” paradigm has been expanding rapidly in recent years. The term big data

is used for datasets that are so large that they cannot be processed and managed using

the traditional database tools and technologies. Real-time data, streaming data, and fast

data are emerging in the big data world. Real-time big data analytics means big data

is processed as it gets generated from a specific source to find valuable insights with

minimal decision making time. The crucial part of real-time big data analytics is the
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input data and response time frame. Input data to be collected as and when data gets

generated using a real-time processing system to push or pull data. The most commonly

used method is pulling flowing high volume data known as streaming data. However,

the real-time processing system is not only focusing on ingesting the streaming data, it

also focuses on pulling the data into the system when data is generated or available at

the source. Real-time analytics and streaming analytics have become more prevalent

in big data applications, where timely decisions are more crucial and beneficial. It is

a need in many big data applications in recent days to generate results in real-time for

better performance. The value of data in real-time analytics is indeed considered to

be highest when it is fresh and analyzed as soon as it arrives in the system. Real-time

analytics focuses on processing and analyzing data in near real-time or with minimal

delay, enabling organizations to make timely and informed decisions based on up-to-

date information. Hence, data are analyzed as and when they arrive in the system to

find a result, whereas data are stored and then analyzed in batch processing.

Real-time big data analytics is becoming a high priority in many business

applications where timely decisions are crucial. However, the challenging task in the

real-time big data processing system is extracting, transforming, and loading (ETL)

into the data warehouse compared to the traditional big data system. It is a big

challenge to gather a massive amount of data that are heterogeneous in real-time. Due

to continuous updates at the data warehouse, it is also a challenging task for data

cleaning, query processing, and data transformation. Various tools and technologies

have been developed so far to address these challenges in the real-time big data

processing. The standard framework of the Map-Reduce model for big data is based

on batch processing which does not support stream processing. However, it can

partially handle the streaming data using a technique called micro-batching, which is

not an efficient solution for stream processing, as stated by (Peng et al. 2012). In

micro-batching, the stream is treated as a sequence of small-batch chunks of data. In

small intervals of time, the incoming stream is created as a chunk of data and sent for

processing in the batch system. A complete solution to this stream processing is

achieved in streaming analytics frameworks like Apache Spark, Storm, and Flink;
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detailed information was given by (Marcu et al. 2016), (Yang et al. 2013), and

(Katsifodimos and Schelter 2016). In Spark, the data stream is represented as a

sequence of Resilient Distributed Datasets (RDDs). The in-memory computing feature

in Spark enables it to compute data batches quicker than Hadoop. Spark has good

streaming support integrated, which supports the design of real-time predictive

analytics services with fast and scalable streaming data processing. Apache Storm is

another distributed computing framework for stream data processing, but there are

limited streaming machine learning libraries available. Apache Flink is introduced as

an alternative for Spark with its defining characteristics as real-time processing and

low data latency. Spark processes chunks of data known as RDDs, whereas Flink can

process rows after rows of data in real-time.

Big data has been a progressive aspect of the industry due to the data explosion,

which occupied all business categories for a few years. The advance in this big data

world is focusing on real-time data for better performance in data analytics. The

academic and industry research produced many applications using real-time big data

analytics in healthcare, fraud detection, smart grid, social media data, sensor data

analytics, etc. Some of the research works done in real-time big data analytics are

listed here.

2.1.1 Real time big data analytics in twitter data

Social media data such as Twitter data are the most commonly used data source in real-

time analytics. Plenty of work has been done with Twitter data analytics for various

applications. Using a rich context model for real-time big data analytics on Twitter is

proposed by (Sotsenko et al. 2016). It is an approach for contextual big data analytics in

social media analytics, particularly for Twitter data. A combination of the Rich Context

Model (RCM) with machine learning is used to improve the performance of data mining

techniques. The proposed architecture is for real-time contextual analysis of tweets

that can be used in predictive analytics or relevant context-aware recommendation.

Rich Context Model is used to find similar tweets and integrate this with a machine

learning algorithm for clustering tweets based on contextual similarity. Similar work
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was proposed by (Voskarides et al. 2014), where linking a tweet to an entity is described

by context information. Both approaches are similar in terms of linking each tweet to

an entity, but the first approach uses additional resources such as Web Service APIs and

Open Data APIs to describe a rich context of the tweet, which helps in the improvement

of recommendation or prediction accuracy. The various approaches used in twitter data

analytics can be broadly categorized into sentiment and emotion analytics approaches,

lexicon-based approaches, and hashtag recommendation approaches. The majority of

approaches in different applications focus on using lexicon resources with whole tweet

textual content (Voskarides et al. 2014), (Taboada et al. 2011)). (Thelwall et al.

2012) used SentiWordNet (Bueno et al. 2013) and WordNet (Baccianella et al. 2010)

to find polarity and performed rule-based classification on Twitter data. A lexicon-

based approach is proposed by (Miller 1995) using co-occurrence patterns of words in

different contexts to identify the sentiment orientation of words.

2.1.2 Real Time Big Data Analytics for Healthcare

Designing a medical emergency response system using real-time big data analytics is

proposed by (Rathore et al. 2016). The system proposed here is to make an intelligent

decision by analyzing medical data collected from sensors attached to a human body.

Sensor data here are from different types of sensors used for collecting medical data

like blood pressure, heartbeat, glucose level, temperature, and many more. Here, an

intelligent building algorithm is implemented where the intelligent building is a smart

block used for sorting, processing, and executing certain actions based on the data

context. In this work, Apache Spark is used as a real-time processing tool on top of the

Hadoop ecosystem. Here multiple data nodes are used to store the block of data. Each

data node is equipped with the intelligent building algorithm designed in the proposed

work. Real-time big data stream computing in Healthcare is discussed by (Ta et al.

2016). In this, Apache Kafka and Apache Storm are used as real-time analytics tools

for healthcare data streams. This architecture supports healthcare data analytics by

providing both batch and stream processing.
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2.1.3 Real Time Big Data Analytics for alerts and monitoring System.

A real-time monitoring system for disaster management using social big data is

proposed by (Choi and Bae 2015). This system uses social media data, particularly

Twitter data, and analyses tweets in real-time for any disaster-related information. This

system collects data through Twitter data stream crawling where tweets are written in

Korean and analyses it for the disaster-related tweets using the procedure of Korean

language processing. Then it displays disaster situations and trends on a map in

real-time. (Wang et al. 2015) proposed an approach for road traffic monitoring by

estimating online vacancies on the road using a traffic sensor data stream. Here only

real-time data are considered for the analysis. This method uses a multiple linear

regression approach to traffic vacancy estimation with the real-time stream processing

tool Apache Storm.

Real Time Big Data analytics for predictions

Real-time big data analytics for predicting terrorist incidents is proposed by (Toure and

Gangopadhyay 2016). In this system, the data from many news sources are collected

automatically and predict the future incident by a proposed risk model. This risk model

was developed based on different factors like incidents, time periods, and time factors.

The model calculates the terrorism risk level of different locations. (Zhang and Yuan

2015) proposed a prediction method for air quality index levels using a random forest

algorithm. This work used Apache Spark to implement the predictive model for air

quality through analysis of real-time meteorology data from Beijing city. A distributed

random forest algorithm is implemented on the basis of resilient distributed datasets and

shared variables, and an air quality prediction model is built using parallelized random

forest algorithm. Some of the work in real-time big data analytics are summarized in

Table 2.1
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Table 2.1: Summary of Literature:Real Time Big Data Analytics

Paper Details Author,

Published

Year

Issues addressed

Towards Resilient and Smart

Cities: A Real-Time Urban

Analytical and Geo-Visual

System for Social Media

Streaming Data

(Yao and

Wang

2020)

A real-time urban analytical and

geo-visual system using social

media streaming data to find

undefined urban extreme events

and early detect emergency

events

Real-time event detection

from the Twitter data stream

using the TwitterNews+

Framework

(Hasan et al.

2018)

An event detection system that

incorporates specialized inverted

indices and an incremental

clustering approach

A survey on data

preprocessing for data

stream mining: Current status

and future directions

(Ramirez-

Gallego

et al. 2017)

feature and instance selection,

and discretization

T-Hoarder: A framework to

process Twitter data streams

(Congosto

et al. 2017)

Framework that enables tweet

crawling, data filtering, and

summarization

Exploiting IoT and Big Data

Analytics: Defining Smart

Digital City using Real-Time

Urban Data

(Rathore

et al. 2018)

City data such as weather data

collected and preprocessing,

computing, and decision making

“Using a Rich Context Model

for Real-Time Big Data

Analytics in Twitter”

(Sotsenko

et al. 2016)

Rich Context Model (RCM)

with machine Learnig for twitter

data
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Real-time medical emergency

response system: Exploiting

IoT and big data for public

Health

(Rathore

et al. 2016)

Sensor data stream with medical

information is analyzed for real

time monitoring of patient

Big data stream computing in

healthcare real-time analytics

(Ta et al.

2016)

Here both batch and stream

processing used for monitoring

healthcare data

The Real-Time Monitoring

System of Social Big Data for

Disaster Management

(Seonhwa

and

Byunggul

2015)

Social media data analyzed for

disaster related information

Estimating online vacancies

in real-time road traffic

monitoring with traffic sensor

data stream

(Wang et al.

2015)

Real time streaming of sensor

data for traffic monitoring

Real time big data analytics

for predicting terrorist

incidents

(Toure and

Gangopadhyay

2016)

Real time news sources are

anlyzed to predict the future

incident

Fast fine-grained air quality

index level prediction using

random forest algorithm on

cluster computing of spark

(Zhang and

Yuan 2015)

Real time air quality index level

monitoring by prediction

2.2 SMART CITY DATA AND PUBLIC SAFETY

Smart cities are the most popular urban development project in many countries due to

increasing urbanization. Smart city ecosystem consists of various intelligent

components such as smart devices, smart applications, and solutions to enhance the

city operations, city resource management, and improve the services to make daily life

easier. While ’smart city’ means different things to different people, one common
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thing everyone agrees on is that digital technologies are used in the smart city to

improve the quality of the services within the city. According to a report by

(ISO/IEC-JTC 2015) smart and sustainable city is an innovative city that uses ICT and

other technologies to improve quality of life, the efficiency of urban operation and

services, and competitiveness while ensuring that it meets the needs of the present and

future generations concerning economic, social, and environmental aspects. However,

the most commonly adopted smart city framework describes the smart city in six

dimensions that are (i) smart economy, (ii) smart mobility, (iii) smart environment, (iv)

smart people, (v) smart living, and (vi) smart governance (Giffinger and Gudrun

2010).

The technological growth in digitization and advancement in communication

technologies made smart cities incorporate it for better city administration. Internet of

Things (IoT) and Information Technology (IT) are the most common part of any smart

application in smart cities. It leads to generating a large amount of data in different

formats. The advancement in big data technologies exploits to analyze the data

generated within the city for enhanced services in the smart city. The smart

applications used in smart cities, such as smart traffic, smart environment, smart

governance, smart agriculture, and smart health care, generate a massive amount of

data that can be used to extract valuable insights to improve the quality of service. The

different types of video surveillance cameras, sensors, and smart mobile applications

used by smart city applications are the primary source for generating data. The smart

applications designed for smart city services and popular social media applications

used by the people cause huge amounts of user-generated content generated within the

city that helps to enhance the quality of service within the city. The research studies by

(Nuaimi et al. 2015), (Leonidas 2017) claim that the data produced within the city by

its various components are the most critical asset for smart city deployment.

The data generated on a large scale from various smart city domains consists of

structured, semi-structured, and unstructured data, commonly known as Big Data (Lau

et al. 2019). Hence Big data analytics (BDA) to extract valuable insights from the raw

data generated within the city helps in decision-making for city administration.
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Data-driven decisions (DDD) using Big data is the most common trend in various

domains, including smart city applications. Various tools and techniques are used to

perform big data analytics in smart cities. It includes different tools and techniques for

data modeling, data storage, data transfer, data management, and data processing and

analysis. Along with the traditional statistical methods, modern methods such as

Artificial Intelligence (AI), Data Mining, Machine Learning (ML), and Deep Learning

(DL) algorithms are the most popular in making data-driven decisions. The key

challenges associated with big data analytics in a smart city are data integration, data

privacy, and filling the skills gap. Data gets generated at various organizations, a

variety of data sources and intelligent devices, and diverse environments. Integration

of these data within the city is one of the key challenges for analysts due to various

organizational and political barriers. It is challenging to shape the new data

environment using organizational and personal data by addressing data privacy.

Smart city initiatives always aim to provide better infrastructure within the city,

such as smart lighting systems, smart traffic, smart parking management, smart waste

management, etc. In later stages, it is found that infrastructure can be built up more

efficiently so that it can also be used in providing security to the residents. For

example, the smart lighting system installed within the city can also be used in the

public safety system. Smart policing systems are widely used for public safety due to

the technological adoption of the Internet of Things and Cloud. Transport and traffic

safety, infrastructure safety, emergency services for medical and fire, crisis monitoring

and management, and law enforcement are the primary solutions in any smart city

public safety services. Real-time data is crucial for better implementation of public

safety applications to provide better and timely services. Real-time crime centers are

most common in some cities to keep the cities safe by monitoring the activities in

real-time within the city. Intelligent analytics on real-time data generated within the

city is the solution for crime monitoring, responses, and prevention. The city

administration and Law enforcement agencies are switching towards predictive

policing for their routine and investigation procedures. It involves advanced analytics

techniques to predict what and where an incident is likely to happen.
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Predictive policing in real-time can help in early monitoring of the crime and

preventing it before it happens. It is crucial to predict the possibility of crime within

the city for better management of the security system. The analytics on the dataset

consisting of past criminal records, case history, and real-time data helps in the early

predictions of crime patterns to prevent crime in the city. Analytics on social media

applications in real-time helps in predicting the possibilities of crimes as well as

policing actions to be taken in the city. Identifying the crime pattern in the messages,

tweets, and complaint data along with the geographical location on social media and

performing sentiment analysis helps in detecting the crime zone in real-time. In this

process, it is also challenging to use historical data along with real-time data for better

predictions. It is proposed to use some applications and devices to generate data for

this purpose other than social media information for better management of public

safety. Creating a dedicated application for the police department to collect real-time

information from the public can indeed be a beneficial approach in enhancing

communication and gathering relevant data. Such applications can facilitate efficient

reporting of incidents, enable faster response times, and promote community

involvement in maintaining law and order. The data generated from such applications

are analyzed for detection and prediction of the crime and making real-time decisions

to act upon that. Real-time analytics can be used to investigate cases to avoid delays in

this process.

Data Preprocessing in Big Data Analytics:

Data preprocessing is a crucial and significant phase of the data analytics process

(Zhang et al. 2003). The raw data used as an input into the analytics system is likely

to be noisy, inconsistent, and imperfect. The data preprocessing phase is the set of

techniques used for making raw data as analytics-ready in the data analytics process as

stated by (Garcia et al. 2014). The preprocessing phase in real-time data analytics

becomes challenging, where the raw data is continuously entered into the data

collection system. The critical part of data preprocessing includes mainly two

concepts, namely data cleaning and feature engineering.
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Data preprocessing is a crucial stage in data analysis for achieving better accuracy

and performance in the analytical model. Most of the effort made in the preprocessing

of big data mainly focuses on developing feature selection methods (Garcia et al.

2016). Noise reduction, instance reduction, and missing value imputations are the

major preprocessing methods focused on by data analysts. When the data is collected

from various sources, combining this to form consistent data is essential in making the

data ready for analysis. Data blending is a technique in preprocessing for combining

data from multiple sources to create a common data set for decision-making (Wessler

2015). It is one of the quick methods to extract common information from multiple

data sources.

2.2.1 Real time big data analytics for public safety in the city

Forecasting crimes using autoregressive models

(Cesario et al. 2016) proposed an approach based on autoregressive models for

reliably forecasting crime trends in urban areas. The main work here is to design a

predictive model to forecast the number of crimes that will happen in the city of

Chicago. The methodology proposed in this work is able to predict the number of

crimes with an accuracy of 84% one year ahead and 80% two years ahead of the

forecast, which is proved with an experimental evaluation. Autoregression is the

regression of a variable against itself. In this model, the variable of interest is

forecasted using a linear combination of its past values, while the moving average

model uses past forecast errors. In this work, only historical data in the city were used.

Location aware Mobile crime information framework for fast tracking response

to accidents and crimes in big cities.

(Mantoro et al. 2014) proposed a framework in which the mobile app can send

and receive the location of crimes, including the images to the nearest/central police

station. Here the system uses a built-in database with a combination of Google Maps

APIs. The system allows the police to find the location of the accident right away

and increase the safety of the resident in big cities. This Mobile Crime Assistance
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Architecture instantly provides mobile phone users position information when there is

a crime against themselves or others. This framework is built specifically on an android

system to read the crime location based on location-based service. Android mobile

client will keep the record of the individual user, and it will sync with the mobile server,

which connects to a crime database repository. On the user side, a menu button that

transmits a signal to the central police station was added to the application. The user

can use only one crime location information which can be directly sent to the central

police station. At the central station, the location of the complaint can be seen based on

the coordinates of the location that is sent over the GSM network to the central police

station to analyze the position of the victim or complaint.

CityPulse: Large Scale data analytics framework for Smart cities

(Puiu et al. 2016) designed a CityPulse project, a big data analytics framework for

smart city applications. A general framework is designed which can be used for a

distributed, large-scale approach for semantic discovery, data analytics, and reasoning

of large-scale real-time IoT and social media data streams for knowledge extraction in

a city. Here large-scale data stream processing modules are configured to process

real-time parking and traffic data coming from the city sensors with the scope of

detecting relevant events for the users traveling in the city. Here, data wrappers for

both parking and traffic data streams are implemented for fetching data. The data

streams related to parking provide parking spaces in the garage and the number of

occupied spaces/vehicles in the garage, and the traffic data stream with the number of

vehicles passing two points and their average speed. Both data wrappers are deployed

in resource management. During runtime, new observations for the traffic stream are

fetched in a five-minute interval and the parking stream in a one-minute interval. This

work greatly contributes toward integrating heterogeneous data streams and real-time

data analytics in a scalable framework.

Big Data based smart city platform- Real Time crime analysis

(Ghosh et al. 2016) proposed a safer city concept by enabling crime and risk analysis
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of unstructured crime reports, criminal history, suspects, auto license data,

location-specific data, etc. This work includes an intelligent solution for data based on

a smart city platform in Newark, NJ. The solution is based on a machine learning

approach to automate and help crime analysts to identify the insights that can be used

for better decision-making and optimized actions. Machine learning for automatic

incident classification is the key concept used in this work. This is achieved by various

concepts like Document indexing, latent semantic analysis, Text categorization, etc. In

document indexing, more often, a term occurs in a document, representing its content.

The latent semantic analysis considers documents that have many words common to

be semantically close and those with few words common to be semantically distant.

R-Text tools, an integrated interface that provides a comprehensive approach to text

classification, are used in Text categorization. This work is an attempt at a safe city

initiative where a solution was proposed for the auto-theft report at a particular time in

the city and an incident report of a shooting near specific location.

A spectral analysis of crimes in San Francisco

(Venturini and Baralis 2016) attempted an exploratory analysis of Spatio-temporal

patterns of crimes using data from San Francisco. The spectral analysis applied to the

temporal evolution of all crime categories, finding that many have a weekly or monthly

periodicity. Similar work is stated by (Parvez et al. 2016), in which a novel approach

is designed to identify the Spatio-temporal crime pattern in Dhaka city. Both of these

work exploits the historical crime data of a particular city to predict the possible crime

incidents in a particular region at a specific time. The model captures both the space

and time proximity of past crimes while predicting future crimes.

Crime prediction and monitoring based on spatial analysis

(ToppiReddy et al. 2018) proposed a framework for crime prediction and monitoring

based on spatial analysis. Various visualization techniques and machine learning

algorithms are used to predict the crime distribution over an area. This helps the crime

analyst to analyze the crime networks by means of various interactive visualization.
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The interactive and visual feature applications will help report and discover the crime

patterns. (Catlett et al. 2019) proposed a Spatio-temporal crime forecasting model to

detect high-risk crime regions using an auto-regressive model. There are many

applications and research has been progress over the years for finding different

solutions for crisis monitoring and public safety systems. Some of the work in crime

data analytics using city data are summarized in Table 2.2

Table 2.2: Summary of Literature:Real time big data analytics for public safety

Paper Details Author,

Published

Year

Issues addressed

Spatio-temporal crime

predictions in smart cities:

A data-driven approach and

experiments.

(Catlett

et al. 2019)

Crime forecasting with an auto-

regressive model to detect high

risk crime regions

Crime prediction and

monitoring framework

based on spatial analysis

(ToppiReddy

et al. 2018)

Machine learning algorithms are

adopted for predicting the crime

distribution over an area.

Towards Real-Time Road

Traffic Analytics using Telco

Big Data

(Costa et al.

2017)

Road traffic analytic and

prediction system to provide

micro-level traffic modeling and

prediction;

IoV distributed architecture

for real-time traffic data

analytics

(Nahri et al.

2018)

Real time collecting and

processing events generated by

intelligent vehicles, visualizing

traffic on each road section.

Forecasting crimes using

autoregressive models

(Cesario

et al. 2016)

Predictive model to forecast

number of crimes in Chicago

city
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Location aware Mobile crime

information framework for

fast tracking response to

accidents and crimes in big

cities

(Mantoro

et al. 2014)

Using mobile application,

location information and along

with images is collected at

station for quick response

Large Scale data analytics

framework for Smart cities

(Puiu et al.

2016)

Smart city large scale real time

IoT and social data analytics

framework for traffic and

parking monitoring

Big Data based smart city

platform- Real Time crime

analysis

(Ghosh

et al. 2016)

Using past data and real time

data an intelligent solution

proposed for auto theft reporting

A spectral analysis of crimes

in San Francisco

(Venturini

and Baralis

2016)

Exploratory analysis of crime

data to predict possibility of

crimes in the city

2.2.2 Data driven solutions using multiple data sources:

With increasingly digital applications and systems being adapted by organizations and

people, the data gets generated at various sources. The user’s interest and comfort made

them choose different applications and services for the same purpose. This creates

scope for data to get generated at different sources rather than restricted to a single

source. The data-driven applications designed using input data from such data sources

must aim to collect data from all sources to design a better system. The data-driven

decisions made by security and law enforcement agencies must focus on multi-source

data rather than a specific data source for the analysis. In recent days, many researchers

have been aiming to design data-driven solutions in different domains with multi-source

data analysis. The authors integrated features of news events, public sentiment, and

quantitative indices into a tensor-based learning framework to improve performance (Li

et al. 2016). (Baboshkin and Uandykova 2021) designed a multi-source data analytics
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method for future price fluctuation prediction using market commentary, review, and

news data.

Data Preprocessing in Analytics:

Over the past few years, the research articles on streaming data analytics have

highlighted the need for the preprocessing mechanism of the data collected in the

streaming manner for the analytics (Ramirez-Gallego et al. 2017). As mentioned by

(Zhang et al. 2003) and (Garcia et al. 2016), data preprocessing is an essential and

major phase of the data analytics process. The raw data input into the analytics system

will likely be noisy, inconsistent, and imperfect. The set of techniques to be used for

raw data as analytics-ready is the data preprocessing phase in the data analytics

process, as explained by (Garcia et al. 2014). The preprocessing phase in real-time

data analytics becomes challenging when the raw data is continuously entered into the

data collection system. Most of the effort made in preprocessing of big data is mainly

focused on developing feature selection methods mentioned by (Garcia et al. 2014).

Noise reduction, instance reduction, and missing value imputations are the other

important preprocessing methods focused on by data analysts.

Data blending is a technique in data preprocessing stage for combining data from

multiple sources to create a common data set for decision-making, as stated by

(Wessler 2015). It is one of the quicker methods to extract common information from

multiple data sources. (Pina-Garcia and Ramirez-Ramirez 2019) proposed that data

generated from different social media platforms can be integrated to enhance big

data-driven models for crime prediction. Harnessing multi-source data about public

sentiments and activities for informed design is proposed by (You et al. 2019) that

addresses the process from data collection to data visualization. (Xu et al. 2019)

proposed a framework for collecting and analyzing data from social media and

surveillance cameras to describe public safety events.
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2.3 RESEARCH GAPS

In the previous section, we have discussed various methods in different applications

using real-time big data analytics and also have given brief overview of the role of

real-time analytics in public safety system in a smart city.Based on the literature study,

following research gaps have been identified.

• Most of the real-time big data analytics approaches proposed in the literature use the

data from a single source collected in a real-time or streaming manner. This

increases the scope for using the data from multiple sources in real-time for

analytics to find more efficient insights.

• The preprocessing methods for big data analytics in real-time are more complex,

where data are collected from more than one source in real-time. Enhanced

preprocessing models and algorithms are required to handle data from multiple

data sources.

• Some applications can produce more accurate results, predictions, and decisions

when data is collected from more than one data source. It increases the

opportunity for researchers to enhance predictive analytics models and decision

algorithms by treating all appropriate data sources at the same time.

• Real-time big data analytics is used for very few categories of applications like health

care, Twitter analytics, and financial data. It gives an opportunity for designing

real-time solutions by implementing appropriate algorithms and models useful

for data-driven solutions for other areas.

2.4 PROBLEM STATEMENT:

Design of a data driven solution using real time big data analytics for public safety in

smart city through crime prediction and monitoring.
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2.5 PROBLEM DESCRIPTION:

With the ever-increasing use of data-driven applications in day-to-day activities,

various sources generate a massive volume of data. Data-driven solutions offered in

the security domains such as public safety systems need to analyze the data for

valuable insights as and when data get generated at the source. Real-time analytics

helps data analysts to glean essential insights quickly and find data-driven solutions

instantly. The challenging task in real-time big data analytics is collecting the data and

extracting valuable information from it as and when it generates at the source. The

increase in social media platforms and mobile applications generates valuable data

from multiple sources. The public safety system must use data from all possible data

sources to design an effective security system. The aim of the public safety and

security system in smart city applications is early detection and monitoring the crimes.

Hence we need a better system for real-time analytics of multiple data sources for

early detection and monitoring of crimes.

2.6 OBJECTIVES

• Design an approach for real time pre-processing of big data collected from

multiple sources in smart city applications.

• Design a new model for data analysis on pre-processed data for finding valuable

insights for crime pattern detection in real time.

• Develop an intelligent methodology to exploit past data along with real time data

to predict the crime hotspots which helps in smart policing for monitoring the

crime in the city.

2.7 SUMMARY

This chapter has provided a survey of different applications and methods designed

in real-time big data analytics for various domains. Various sources generate data

in real-time in a smart city; it is more beneficial to the city administration to design

applications using real-time analytics for better services. We have also discussed some
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of the work done for the public safety system in monitoring crime incidents using

real-time analytics. This discussion leads to the open issues and research gaps, and

challenges in real-time big data analytics for public safety systems.

In the following chapters discusses the proposed framework for real-time big data

analytics using multiple data sources. The data blending mechanism in the proposed

framework is more beneficial in using all possible data generated from various sources

that can be used in the analytics process, leading to better results. The advancement

in digitization over the years made multiple applications lead to data getting generated

from multiple sources. The proposed framework is also evaluated by designing an

emergency event detection system and a crime prediction model. Both historical data

and real-time data are used in the crime prediction model, which is important to achieve

better results.
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CHAPTER 3

REAL-TIME BIG DATA ANALYTICS FRAMEWORK

Real-time analytics for finding valuable insights at the right time using smart city data

is crucial in making appropriate decisions for city administration. It is essential to use

multiple data sources as input data for the analysis to achieve better and more accurate

data-driven solutions. It helps in finding more accurate solutions and making

appropriate decisions. As discussed in Chapter 2, most of the real-time analytics

systems proposed for different applications use a specific data source. This chapter

proposes a real-time big data analytics framework for the public safety system using

multiple data sources in the smart city.

3.1 INTRODUCTION

Real-time analytics and streaming analytics have become more prevalent in big data

applications, in which timely decisions are more crucial and beneficial. It is a need

in many big data applications to generate results in real-time for better performance.

In Real-time analytics, data processed at the very moment it arrives into the system

rather than processing at a later stage from data storage wherein it gets stored. Some

applications generate data continuously in real-time, which affects the outcome of the

analytical results. For example, the applications such as environmental monitoring need

to collect real-time data such as temperature, humidity readings continuously. Real-time

analytics helps the analysts to glean essential insights quickly and find the data-driven
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solution instantly. The critical part of real-time big data analytics is extracting valuable

information from the incoming data as and when data enters into an analytics system.

The predictions or decision-making in these applications are affected by both historical

data stored and real-time data generated continuously. A real-time analytics system

must be capable of managing and analyzing the data as and when it enters the database.

Real-time Big data analytics is an iterative process. A good real-time processing

architecture in a big data environment needs to be fault-tolerant and scalable. It must

support both batch processing and real-time processing. Most of the real-time

processing applications are implemented using two popular approaches provided by

Lambda and Kappa architecture. It is important to accurately evaluate which

architecture best suits a specific use case to implement a data analytics solution.

3.1.1 Lambda Architecture

Nathan Marz, the creator of Apache Storm, came up with this architecture. It is a

data processing architecture designed for handling both batch and stream methods as

proposed by (Marz and Warren 2015). This architecture has proven to be relevant

to many use cases and used by a lot of real-time applications. Figure 3.1 shows the

different processes involved in three-layer lambda architecture for real-time big data

analytics. The architecture describes the system as a batch processing layer, a stream

layer or real-time processing layer, and the service layer. Here the batch processing

layer manages the historical data and processes a substantial quantity of data. It can fix

any errors by re-computing the complete data set to update the existing views. The real-

Time processing layer processes the data streams in real- time. It will produce a more

updated view for batch layer view using the most recent data. The service layer collects

the outputs from the batch layer and real-time layer, and it is used for processing the

final queries or solutions.

3.1.2 Kappa Architecture

This is a simplification of Lambda architecture but not as a replacement proposed by

(Kreps 2014). In this batch processing system is removed, and the data is fed through
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Figure 3.1: Lambda Architecture

the streaming layer quickly. Figure 3.2 shows the flow of Kappa architecture. In this,

all data move to the service layer stream. The architecture is composed of mainly two

layers, stream layer, and service layer. The stream processing layer runs stream jobs

for real-time data processing. The service layer has a similar purpose as in Lambda

architecture, where it needs to consider the real-time view from the streaming layer.

Figure 3.2: Kappa Architecture

In the proposed work, the real-time data from multiple sources are analyzed to

discover valuable insights for making real-time decisions and predictions. The data

processed at the moment is stored for further use in predictive models in later stages.

The proposed framework is designed based on Lambda architecture. The data is

ingested into the analytical system immediately after generating at the particular

source and preprocesses to make it ready for further analytics. The data from identified

sources streamed through the real-time layer, which processes the data and then passes

it into the serving layer. The real-time queries are executed using the real-time views

of the serving layer. The data stored for further use in a data store is executed using the
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batch views along with the real-time views in the data-driven models.

3.2 PROPOSED DESIGN

The proposed design for real-time analytics using multiple data sources is as shown in

Figure 3.3. The real-time data from identified data sources are collected and processed

for a specific data-driven solution. When the input data required for the analysis are

identified at different sources, it is essential to use all available data during analysis to

increase the accuracy or performance of the data-driven solution. Here raw data from

multiple sources in real-time are used as input data for the specific data-driven solution.

The data is ingested from a particular source as soon as it is generated at the source. The

data ingestion phase consists of different data ingestion processors for each input data

source used. Each data ingestion processor is comprised of a real-time data ingestion

mechanism for the specific data source. The data ingestion processor is configured with

an initial preprocessing mechanism for filtering data of interest for the desired analytical

solution.

The data ingested and filtered at each source is passed through a data blending

mechanism. The purpose of the data blending mechanism is to integrate the data

from different sources into a single common dataset for further analysis. The data

blending phase consists of separate adapters for each source, which reads the input

from respective data ingestion processors. Each adapter is a real-time task that can read

the data immediately when filtered out from the respective processor. Data blending is

performed to extract the common data of interest from each source and append it to a

single dataset. The blended data is used in the next stage for analysis to find meaningful

patterns in real-time. The blended data results in making data-driven decisions such as

emergency alerts of crime incidents, identifying crime hotspots, and predicting possible

occurrences of crimes in the city.

The different phases in the entire process include real-time data ingestion, data

preprocessing, real-time analytics, and visualization results. A real-time data

processing system must be a powerful computing system along with quicker response

without any delay. Each phase in the process, starting from data ingestion to data
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visualization, must perform the task immediately once the input data is received and

send the output data to the next phase. The working of different stages in the proposed

design is explained in detail in following sections.

3.2.1 Data ingestion

The more and more digitization in day-to-day life creates ample scope for gathering

data from different sources. The aim of the proposed design is to use multiple data

sources in collecting real-time information for the desired analytical solution. It is

essential to identify the different sources where related data for the desired solution

is get generated. The data format and structure may be different from source to source.

In the proposed design, the data collection mechanism includes different data ingestion

processors which ingest the data in real-time to the analytics system. The data collection

mechanism from each of the identified data sources uses a separate data ingestion

processor. Each data ingestion processor is comprised of the mechanism of ingesting

the data from respective sources as and when data gets generated and responsible for

the initial stage of preprocessing by filtering only the crime-related data. The data out

from the ingestion mechanism is passed into the next stage of preprocessing.

3.2.2 Data preprocessing

The real-world data collected is incomplete, inconsistent, noisy, and needs to be

cleaned before used for analytics. Data preprocessing is the initial stage in data

analytics for making sure that data is ready to be analyzed. Analytical results depend

on the quality of input data used. The majority of the analytical process comprises

preprocessing the data. In the proposed design, we used Apache Flink jobs for

preprocessing the data in real-time. Data preprocessing involves different operations

such as removing or adding, or enhancing attributes from input data, filtering data to

discard unwanted data, combining multiple data, or splitting input data. Flink jobs

written for preprocessing mechanisms are responsible for doing the operations

immediately once new data ingested into the system. These preprocessing tasks clean

the data and store it on Hadoop as analytics-ready data.
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The data streamed from each of the data ingestion processors is processed through

separate data blending adapters. The data blending adapters comprise a mechanism to

integrate the required information from the different sources as a single common dataset

for the desired analysis in further stages. The main goal of the proposed framework is

to use multi-source data to accomplish the data blending mechanism used in the data

preprocessing stage. Each adapter is a real-time process that reads the data stream

immediately after receiving the respective data ingestion processor. The adapter’s main

functionality is to preprocess the data stream ingested from the corresponding data

source, where required information is extracted and updated into common data storage.

The different adapters used for the different sources assimilate the common information

from the input data stream and update it on a single common dataset used for further

analysis.

3.2.3 Data storage

In the proposed design, Apache Hadoop is used for data storage. The preprocessed data

from the data blending adapter is saved into the data store. In the proposed mechanism,

real-time analytics need to access the data from the storage in real-time. Real-time

analytics tools such as Apache Flink do not involve any storage mechanism but support

reading and writing data from a different storage system. Apache Hadoop is a superior

choice of data storage at a low cost. The blended data from the multiple data sources

are updated on the HBase table on top of the Hadoop storage. Here HBase supports

real-time read and writes access to the data. The real-time data is used along with the

historical data for the analytics. The data used in real-time is further used as historical

data in future analysis. Hence the data is continuously updated in the Hadoop storage

and accessed for further analytics process.

3.2.4 Real-time analytics and Visualization

The preprocessed data is analyzed further to discover valuable insights. The data ready

to be analyzed is passed into a real-time analytics engine for finding data-driven

solutions such as predicting crimes and decision making. Apache Flink is used as a
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real-time analytics engine in the proposed design. Flink can process the data in

real-time to build the analytical model for the required data-driven solution. Here data

is analyzed for real-time predictions for crime monitoring and making appropriate

decisions to prevent the crime to assist the police authorities. Data visualization

represents analytical results in the dashboard is to understand by the police authorities

to make decisions for further actions. The crime report, crime statistics, crime hotspot

predictions are visualized in the graphical representation. It could encompass alerts,

emergency notifications, etc.

The blended data updated on the datastore is further analyzed to find valuable

insights. The real-time data, along with the past data, are used to create an analytical

model for real-time crime prediction. Apache Flink is efficient in building real-time

analytical models for using real-time data. The real-time analytical process is designed

for real-time crime monitoring and making real-time decisions for preventing crimes. In

the proposed work, real-time analytics process is designed for generating an emergency

alert system and a crime prediction model using machine learning. The process is

updated continuously using real-time data and historical data stored.

3.3 TOOLS AND EVALUATION METRICS

Since the subsequent chapters include experimental evaluation and results, we would

like to introduce different tools and technologies used in the experimental work and

metrics used to evaluate the performance of the proposed framework. We considered

Apache NiFi for managing data flow in the data ingestion mechanism. Apache Hadoop

is used for data storage, and Apache Flink is used as a real-time analytics tool.

Apache NiFi

Apache NiFi is an open-source data integration and distribution framework that enables

the automation of data flow between systems and services. It was developed by the

National Security Agency (NSA) and is now a project of the Apache Software Foun-

dation. NiFi provides a user-friendly interface to create, configure, and monitor data

flows, called ”data pipelines,” using a drag-and-drop interface. These data pipelines
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can be used to move, manipulate, and process data in real-time across a variety of data

sources and destinations. Some of the key features of NiFi include:

• Flow-based programming: NiFi’s data pipelines are built using a flow-based pro-

gramming model, where data is represented as ”flows” that move through the

pipeline. This makes it easy to create, modify, and scale data pipelines as needed.

• Built-in processors: NiFi includes a variety of built-in processors that can be used

to perform common data integration tasks, such as routing, filtering, transform-

ing, and aggregating data.

• Extensibility: NiFi can be easily extended through the development of custom

processors and plugins. This makes it possible to integrate with new data sources

and destinations, as well as add custom functionality to data pipelines.

• Security: NiFi provides strong security features, including encryption, access

control, and auditing. This makes it suitable for use in enterprise environments

where data security is a top priority.

• Monitoring and reporting: NiFi provides real-time monitoring and reporting of

data flows, making it easy to identify and address issues as they arise

Apache NiFi is a powerful data integration and distribution framework that pro- vides

a user-friendly interface, strong security features, and extensibility. Its flow-based

programming model, built-in processors, and real-time monitoring make it a popular

choice for managing data flows in a variety of use cases. NiFi has a wide range of use

cases, including:

• Data ingestion: NiFi can be used to ingest data from a variety of sources, such as

sensors, log files, databases, and APIs.

• Data processing: NiFi can be used to process and transform data in real-time,

such as converting data formats, enriching data, and performing calculations.

• Data distribution: NiFi can be used to distribute data to multiple destinations,

such as databases, data warehouses, and other systems.
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• IoT data management: NiFi can be used to manage and process data from IoT

devices, such as sensors and actuators.

Apache Hadoop

Apache NiFi and Hadoop are two complementary technologies in the big data ecosys-

tem that can be used together to build robust data processing pipelines. When used

together, they can provide a powerful solution for big data processing and analysis,

enabling real-time monitoring and analysis of systems. Hadoop is an open-source dis-

tributed computing framework that provides a scalable and fault-tolerant way to store

and process large volumes of data. It consists of several modules, including the Hadoop

Distributed File System (HDFS) for storage and Hadoop MapReduce for processing.

Hadoop has a rich ecosystem of tools and technologies that work together with Hadoop,

such as Hive, Pig, Spark, and HBase, among others.

HBase is an open-source, distributed, column-oriented NoSQL database that is built

on top of Apache Hadoop. It was developed by the Apache Software Foundation and

is designed to provide a scalable and fault-tolerant way of storing and processing large

volumes of structured data. HBase is optimized for real-time data processing and can

handle high write throughput. NiFi can be used for ingesting data from various sources,

processing, and transforming data, and routing data to various destinations. HBase

provides a distributed, scalable, and fault-tolerant way to store and retrieve data. When

used together, NiFi and HBase can provide a powerful solution for big data processing

and storage. NiFi can be used to ingest data from various sources, such as social media

platforms, sensors, and log files, and transform the data as needed. NiFi can then route

the data to HBase for storage and retrieval. This allows for real-time data processing

and analysis and enables the creation of data-driven applications and systems.

Apache Flink

Apache Flink is an open-source, distributed stream processing framework that is de-

signed to perform real-time analytics on large, fast-moving data streams. It was devel-

oped by the Apache Software Foundation and is built on top of the Hadoop ecosystem.
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Flink provides a powerful, flexible, and fault-tolerant platform for processing stream-

ing data in real-time. It supports both batch processing and stream processing, allowing

developers to easily write data processing pipelines that can handle both real-time and

batch workloads. Flink also supports a wide variety of data sources, including Apache

NiFi, Apache Kafka, HDFS, and Amazon S3.

One of the key features of Flink is its support for stateful stream processing. This

means that Flink can maintain and update state information across multiple events in

a stream, which is critical for many real-time use cases. Flink also supports advanced

windowing semantics, allowing users to define and operate on time-based windows

of data in a stream. In addition to its powerful streaming capabilities, Flink also pro-

vides support for machine learning and graph processing through its FlinkML and Gelly

libraries, respectively. This makes it a versatile and comprehensive tool for data pro-

cessing, analysis, and machine learning. Apache Flink is a powerful and flexible open-

source stream processing framework that provides support for both real-time and batch

processing, stateful stream processing, advanced windowing semantics, and machine

learning and graph processing libraries. Flink is well-suited for a wide variety of real-

time use cases, such as fraud detection, network monitoring, and IoT data processing,

and provides a powerful platform for building data processing applications at scale.

Evaluation Metrics:

In machine learning, accuracy is a metric used to evaluate the performance of a classi-

fication model. It is defined as the proportion of correctly classified instances over the

total number of instances in the dataset. In cases where the class distribution is imbal-

anced, it is often more useful to use other evaluation metrics, such as precision, recall,

and F1 score. These metrics take into account the true positive, false positive, true neg-

ative, and false negative rates of the model, and provide a more nuanced assessment of

its performance.

• True Positive Rate (TPR) : also known as sensitivity or recall, is a metric used

to evaluate the performance of a binary classification model. It is defined as the
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proportion of positive instances that are correctly identified by the model.

TPR =
TP

TP + FN
∗ 100 (3.1)

where TP is the number of true positive predictions (instances correctly predicted

as positive), and FN is the number of false negative predictions(instances incor-

rectly predicted as negative)

• True Negative Rate (TNR) : also known as specificity, is a metric used to evaluate

the performance of a binary classification model. It is defined as the proportion

of negative instances (or examples) that are correctly identified by the model.

TNR =
TN

TN + FP
∗ 100 (3.2)

where TN is the number of true negative predictions (instances correctly pre-

dicted as negative), and FP is the number of false positive predictions (instances

incorrectly predicted as positive).

• False Positive Rate (FPR) : is a metric used to evaluate the performance of a

binary classification model. It is defined as the proportion of negative instances

(or examples) that are incorrectly identified as positive by the model.

FPR =
FP

FP + TN
∗ 100 = 1− Specificity (3.3)

where FP is the number of false positive predictions (instances incorrectly

predicted as positive), and TN is the number of true negative predictions

(instances correctly predicted as negative).

• False Negative Rate (FNR) : is a metric used to evaluate the performance of a

binary classification model. It is defined as the proportion of positive instances

(or examples) that are incorrectly identified as negative by the model.

FNR =
FN

FN + TP
∗ 100 = 1−Recall (3.4)
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where FN is the number of false negative predictions (instances incorrectly

predicted as negative), and TP is the number of true positive predictions

(instances correctly predicted as positive).

• Accuracy (Acc) : is a common metric used to evaluate the performance of a

machine learning model. It measures the proportion of correctly classified

instances (or examples) out of the total number of instances.

Accuracy =
TP + TN

TP + FP + TN + FN
∗ 100 (3.5)

where TP is the number of true positive predictions (instances correctly

predicted as positive), TN is the number of true negative predictions (instances

correctly predicted as negative), FP is the number of false positive predictions

(instances incorrectly predicted as positive), and FN is the number of false

negative predictions (instances incorrectly predicted as negative).

• Precision: is a metric used to evaluate the performance of a machine learning

model, particularly in binary classification problems. It measures the proportion

of true positive predictions (instances correctly predicted as positive) out of the

total number of positive predictions made by the model.

Precision =
TP

TP + FP
∗ 100 (3.6)

• Recall: also known as sensitivity or true positive rate, is a metric used to

evaluate the performance of a machine learning model, particularly in binary

classification problems. It measures the proportion of true positive predictions

(instances correctly predicted as positive) out of the total number of actual

positive instances in the dataset.

Recall =
TP

TP + FN
∗ 100 (3.7)
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3.4 EXPERIMENTAL EVALUATION

The complete experimental setup includes three important phases: data ingestion

mechanism, data preprocessing and storage, and real-time analytics engine. Apache

Flink, one of the big data analytics tools for real-time analytics, is used for

experimental work and Apache NiFi to configure the real-time data ingestion

mechanism. Apache Hadoop is used for the storage system in this experimental work.

Figure 3.4 illustrates the workflow of the real-time analytics process using multiple

data sources. Three different data sources were identified as input data for

experimental work, where data collected in real-time. The data from each source is

ingested and filtered by respective data ingestion processors and then passed into

corresponding adapters for the data blending mechanism. Each adapter is comprised of

a mechanism to read the data from the respective processor whenever new data arrives

at the processor. When the processor passes the new data to the adapter, a real-time job

is executed to preprocess the data with a data blending mechanism and store it on the

HBase table on top of Hadoop. Here HBase supports real-time read/write access to the

data. The preprocessed data stored on the HBase table is blended data from multiple

sources that can be used to process a real-time analytical solution further to make

desired data-driven decisions.

The critical approach in the proposed work is the data blending mechanism for

preprocessing the data. The data from multiple sources prepared ready for further

analytics process. Data preprocessing is a critical step in the analytics process as it

takes the maximum time of the entire process. The quality of the analytical result

purely depends on the quality of the data used. Preprocessing of the input data using

appropriate preprocessing mechanisms is necessary for better results. In the proposed

work, analytics is to be performed in real-time, where it is a challenging task to

preprocess the data as the data arrives continuously at the data collection end.

Preprocessing is to be done whenever new data ingested into the system. In the

proposed mechanism, the data from multiple sources are used as input, whereas kinds

of literature referred to are targeting the single source of data. When data from

multiple data sources are used in the analytics, each source may consist of data in
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different formats and structures. The proposed design mainly consists of three

components: processors for data ingestion, adapters for data blending mechanism, and

real-time analytics engine for final data-driven solutions. Data ingestion processors are

responsible for data collection in real-time and the necessary filtering of expected data

from the data sources. The adapters for the data blending mechanism are used to

preprocess the data to make it ready for analytics and append it into blended data. The

purpose of a real-time analytics engine is to analyze the incoming data streams sent

from the adapters to process it for the desired data-driven solution further.

3.4.1 Data Ingestion Processor

The input data get collected from all the identified data sources in real-time. For

each data source used, separate data ingestion mechanisms are configured to ingest

the data into the analytics system. Separate data ingestion processors are written using

the Apache NiFi tool for all three data sources. The purpose of each data ingestion

processor is to read the data stream from the particular source immediately once data

get generated at the source. For the experimental work, real-time data from Twitter,

Facebook posts, and citizen complaint data from the mobile application are used as

input data sources. A separate data ingestion processor is written for each of the data

sources, where each processor performs the task of real-time data ingestion along with

the initial stage preprocessing of data. The incoming data is filtered in the initial stage

of preprocessing to extract only the data related to crime.

For example, considering Twitter data input, the data ingestion processor is

configured to ingest real-time tweets using Twitter API. The proposed mechanism is

implemented by creating a knowledge base, which helps in streaming only the tweets

consisting of words related to the crime are considered necessary data for our analytics

process, and other tweets are discarded. The workflow of each processor is as shown

in figure-x. Each processor is configured for the respective input data source with the

data ingestion mechanism of real-time data. In data ingestion processors, data filtering

is done to refine the data to select only the crime-related data of the specific city and

discard any other unrelated data streams. If the values of location in the incoming data
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Figure 3.5: Workflow of data ingestion processor

match the city location values, then the data is considered for the further process;

otherwise, data is discarded directly. Further, the actual content of the accepted data is

verified for having any information related to crime.

The incoming data streams were filtered based on city location values and further

verified for whether contents of the incoming data related to crime or not. The

knowledge base consists of crime-related words and phrases to compare it with the

incoming data to find out whether any crime-related information is present in the

incoming data. For experimental work, 565 words and phrases related to different

categories of crimes are used in the knowledge base with the help of Cambridge and

Macmillan dictionaries. The contents of the knowledge base are used to verify the

crime-related information in the contents of the incoming data stream. If any matching

information present in the incoming data, then the data stream is passed to the next

stage for preprocessing. The outputs of the processors are passed through respective

adapters for the data blending mechanism.
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3.4.2 Data blending mechanism

Real-time data ingested from each source by respective data ingestion processors are

passed to respective adapters. Each adapter process the incoming data from the

respective processor with the data blending mechanism. These adapters are the

real-time jobs written using Apache Flink as the real-time processing tool. With its

streaming architecture, Apache Flink helps to process the events in real-time with

consistently high speed with low latency. In this experiment, all three data sources

used for the analytics streamed from the data ingestion mechanism are in javascript

object notation (JSON) format, but the structure of the data is different in each source.

Data blending mechanism is the process of combining the data from multiple sources

into a single dataset. Data blending is a different mechanism than the data integration

process. Data blending is about working with multiple data sources by preparing them

and joining them together for a specific use case, whereas data integration typically

stores as a single source in the data warehouse for a user to access.

The proposed data blending mechanism is implemented with adapters to process

data streams from the respective data ingestion processors. The adapters are written as

Flink jobs that can read new data from the respective processor as and when it arrives.

A blending mechanism combines the data received from the different processors and

stores it on specific data storage for further use. Here, we use HBase to store the

blended data received from the adapters. The data stored is further used by the real-

time analytics engine for a desired data-driven solution.

The working of the Twitter data adapter is as shown in Algorithm 3.1. Here, Twitter

data adapter can read the data stream from the respective data ingestion processor

immediately once it is available. The adapter for the Twitter data source is written

as a Flink job that reads each new input JSON file from the output of the Twitter data

ingestion processor. This JSON file is parsed to filter the target fields, which are the

valuable information stored on blended data for further analysis. In the JSON file from

the Twitter data source, the values from target fields such as created-at, name, location,

and text are considered for the analytics at the next stage. This information from each of

the incoming data streams is appended as a new row on the HBase table. An additional
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information source-id is stored as ‘1’ for all the new appended rows from the Twitter

adapter. The source-id is to be used in the further process to find the identity of the data

source.

Algorithm 3.1: Twitter data adapter
Input : Data stream from Twitter data ingestion processor
Output: Blended data using multiple data sources

1 Parse the datastream to select target fields (created-at, name, location, text)
2 For each target field
3 Append the values of target fields as new row on HBase table as
4 Time← valueof(created-at)
5 User← valueof(name)
6 Location← valueof(location)
7 Contents← valueof(text)
8 Source-id← 1
9 Repeat from step-1 for new data stream

Like the Twitter data adapter, the data blending adapters for the other two data

sources are used. The working of the adapters for the other data sources used in the

experiment is also similar to the Twitter data adapter. The structure of incoming data

is different, with different attribute names in each data source. The working of the

Facebook data adapter is as shown in Algorithm 3.2.

Algorithm 3.2: Facebook data adapter
Input : Data stream from Facebook data ingestion processor
Output: Blended data using multiple data sources

1 Parse the datastream to select target fields (created-time, id, location, message)
2 For each target field
3 Append the values of target fields as new row on HBase table as
4 Time← valueof(created-time)
5 User← valueof(id)
6 Location← valueof(location)
7 Contents← valueof(message)
8 Source-id← 2
9 Repeat from step-1 for new data stream

The working of the Facebook data adapter is similar to the adapter for Twitter data,

but the target fields selected are created-time, id, location, and message. The values of

these target attributes in the input data are appended on the blended table. Here, the
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source-id is stored as ’2’ for all new rows appended on blended data. Similarly, for the

third data source used, an application data adapter is used where the target attributes

such as created-time, complaint-id, incident-location, and description are selected for

further process. For this data source, source-id as ’3’ is assigned for all new rows

appended on the blended table. Similarly, one can add any other data source available

for the analysis. Algorithm 3.3 shows the working of the application data adapter.

Algorithm 3.3: App-data adapter
Input : Data stream from App-data ingestion processor
Output: Blended data using multiple data sources

1 Parse the datastream to select target fields (created time, id, location, message)
2 For each target field
3 Append the values of target fields as new row on HBase table as
4 Time← valueof(created time)
5 User← valueof(id)
6 Location← valueof(location)
7 Contents← valueof(message)
8 Source-id← 3
9 Repeat from step-1 for new data stream

The blended data updated on the HBase table is used for further analysis in the

desired data-driven solution. The real-time analytics engine configured for the specific

data-driven solution can read each new row of data updated on a blended table. Apache

Flink is used to designing the real-time analytics engine that can read each new data

entry immediately when updated on the HBase table. This proposed system helps

in the real-time analysis of desired data-driven solutions using multiple data sources.

The proposed system is flexible enough to add additional data sources as input by

configuring a data ingestion processor and a data blending adapter. Data analysts can

easily add any possible data sources of interest as input data for the specific analytical

solution to improve the performance of the system.

Performance cost of the proposed design is depending on the configuration and

performance of the different tools used in the framework. For this experimental work,

3 node clusters using CPU with 4 cores and physical memory of 16 GB are used.

Performance cost is also depending on the volume of the data to be ingested for the

analysis and complexity of the queries to be analyzed. At the initial stage the
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performance evaluation of the proposed design is done for a standard word count

problem with 1 GB and 2 GB of data load. The average execution time for this is 53

seconds. This is better performing as compared to the analysis using traditional big

data processing system like Hadoop where it takes an average of 5 minutes and 37

seconds. Performance can be increased by configuring with cluster of more nodes with

higher configuration. In real-time analytics execution time is the key factor to be

considered for the better performance of the system.

3.5 DISCUSSION

The primary goal of the proposed real-time big data analytics framework is to consider

multiple data sources that generate real-time data that can be useful in developing

data-driven solutions for public safety. Adding multiple data sources in the analytics

system increases the number of valuable data insights for the data-driven solution.

The proposed real-time big data analytics framework with a data blending mechanism

helps the data analysts to collect more input data in real-time. Figure 3.6 shows the

sample observations for a specific period with the blending mechanism. It represents

the comparison of the data appended on the blended table from each data source. The

values for each data source used in the experiment are calculated using source-id in the

blended table. The total number of data updated on an hourly basis is observed for each

source-id. The consolidated data appended on an hourly basis is considered data from

multiple sources. The x-axis represents each hour of execution of the experiment, and

the y-axis represents the number of data rows appended on the blended table related to

the respective source.

Similarly, Figure 3.7 shows a sample observation for the number of crime data of

different categories from different sources for a particular period. It shows the number

of data samples of different categories of crime data such as accident data, fire & gang

war, murder & rape, and robbery from all three data sources used in the experiment.

When the target data for an analytical solution is spread across different data sources, it

is important to collect all possible data samples from different data sources. When data

is used from multiple sources in the experiments, analysts can benefit from processing
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Figure 3.6: Sample observation of data blending of real-time data from multiple sources

more data to achieve better analytical results.

Contribution and Limitations of the proposed design

A real-time big data analytics framework is proposed with data blending approach for

multiple data sources. In real-time analytics where data spread across multiple data

sources, it is essential to quickly collect data from all disparate sources for rapid

analysis. The proposed data blending mechanism with data ingestion mechanism helps

in achieving this. The proposed framework is also flexible to add any additional data

sources by adding respective ingestion processor and data blending adapter in the
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existing framework

The limitations in this work is, for evaluation of the proposed design experimental

setup is made with 3 node clusters using CPU with 4 cores and physical memory of

16 GB. Running the experiment on many clusters with huge volume of data was not

performed for the evaluation. In many frameworks as observed the performance varies

with increasing clusters and size of the data, this could not be recorded in this work.

The experimental work is limited to use three different data sources generating text

data. The framework is flexible to use more number of data sources. Also, data sources

generating non text data are not considered in the experimental evaluation.

3.6 SUMMARY

In this chapter, we have proposed a real-time big data analytics framework using

multiple data sources. Real-time data analytics is most effective in many data-driven

solutions such as public safety for quicker response and actions. The public safety
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system must be capable of making timely decisions and predictions for detecting and

preventing crimes. It is crucial to perform the entire analytics process as quickly as

possible by considering all possible data generated within the city. In the data analytics

process, most of the time is spent preprocessing the data to prepare it as

analytics-ready. In real-time analytics, whenever new data arrives in the data collection

phase, it must be preprocessed and analyzed for a desired analytical solution without

much delay in the entire process. Collecting the maximum data for the analysis helps

in achieving better outcomes. Hence, it is essential to use multiple data sources for

input data in analytics to find much better and more accurate outcomes.

The real-time analytics framework with the data blending approach proposed in this

work is appropriate to preprocess the data from multiple sources in real-time. The

blended data is used in further analysis to find data-driven solutions such as crime

detection and monitoring. The proposed framework is flexible to add any new data

sources for the analysis at any time with minimal configuration. In the next chapters,

the proposed framework is used to design a real-time emergency alert system and a

crime prediction model.
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CHAPTER 4

REAL-TIME EMERGENCY EVENT DETECTION
SYSTEM

Public safety is an essential service offered in smart city projects to provide better safety

and security for individuals and city infrastructure. The advancement in Information

Technology and the Internet of Things created much scope for using smart applications

in the city to enhance the quality of service, leading to a better life in cities. This

digitization generates vast data from distinct sources like social media, IoT, sensors,

and any user-generated content from smart applications. The data generated within the

city are analyzed to discover valuable insights for producing better data-driven decisions

and predictions, which are more crucial for efficient city administration. For example,

an emergency event detection system for monitoring crime incidents in real-time using

smart city data helps the city administration provide better services in the city.

Since the data generated at various sources, the crime monitoring system must use

data from multiple sources to build a better system. The real-time big data analytics

system proposed in Chapter-3 can be used to design a real-time emergency events

detection system to help city administrators in taking quick actions for the safety of

people and city infrastructure.
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4.1 INTRODUCTION

Improving the public safety system has a significant impact on the success of any smart

city. A smart policing system for public safety is an essential aspect of all smart city

projects. Technological revolution and advancement in analytics facilitate the design of

intelligent solutions for public safety. Data-driven solutions play a pivotal role in smart

solutions for public safety. Many such solutions are adopted in different cities, such

as traffic and parking monitoring, predicting crime hotspots, monitoring emergency

incidents such as natural crises, and many others. Many such solutions for these services

involve manual processing where there can be scope for improvising the system by

adopting better analytical solutions. The way digitization entered the daily lifestyle

causes different sources to produce a massive amount of user-generated content. The

smart police system has an exquisite gain in analyzing this data for valuable insights

in making data-driven decisions. Many such attempts are being made with the use

of social media analytics by some city police departments. The analytical solutions

are more effective and beneficial to city authorities whenever appropriate decisions or

actions are taken at the right time. Real-time data analytics is plenty useful to achieve

this.

In the public safety system, the actions taken or decisions made by the law

enforcement system in the initial minutes of an emergency incident are critical. The

immediate actions during the crime incidents such as vehicle accidents, robbery,

murder, and fire incidents help the police department manage the incidents better.

Designing the smart systems for alerts at the right time by law enforcement authorities

is beneficial in taking the right action at the right time. The different smart

applications, social media, and smart devices are widely used in the smart policing

system for monitoring such crime incidents. With technological advancement and

digitization, the necessary data get generated within the city from different sources.

Analyzing the data generated from all possible sources for a data-driven solution helps

design a better alert system. It is challenging for the smart policing system to collect

valid data from different sources and to analyze it for appropriate actions at the right

time.
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In this chapter, a real-time-based emergency event detection system is proposed for

public safety in a smart policing system. The main objective of the proposed system is

to use the input data from multiple sources. The real-time big data analytics framework

proposed in Chapter-3 is used in designing the proposed emergency event detection

system. The input data from the identified data sources are ingested into the analytics

system using a data ingestion mechanism in the proposed framework. The data blending

adapters help create a common dataset from all the sources that can be further used

to find the emergency incident. The real-time analytics engine consists of an event

processor with a machine learning model for emergency event classification.

4.2 PUBLIC SAFETY IN SMART CITY

A smart city as a safe city is the integration of technology to enhance the effectiveness

of the process to handle the crime with quicker response to emergencies within the city

to create a healthy environment for citizens (Hartama et al. 2017). It is challenging

for the city administrations to provide safety to the citizens and infrastructure due to

the rapid increase in the urban population (Isafiade and Bagula 2017). Public safety

to provide safety and security to the residents and city infrastructure is a fundamental

operation of any smart city. The emergency incidents management system used by

the city administrators is crucial in improving the quality of life within the smart city

(Alazawi et al. 2014). An emergency incident may happen in any location within

the city in an unpredictable way. In recent days, the police departments have adopted

many solutions to manage emergency situations in a better way. With the technical

advancement in the Internet of Things (IoT) and sensor devices, such technological

solutions are more popular in monitoring emergency incidents. Sensor-based solutions

are a recent trend in the smart city for generating emergency incident alerts (Costa

and de Oliveira 2020). Most city administrators widely use surveillance cameras that

provide visual data to monitor emergency events (Costa 2020). With these sensors data,

analysts can use the data from social media and mobile applications that generate huge

amounts of user-generated content.

Social media and mobile application users are rapidly increasing in recent days,
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creating an opportunity for researchers to think of its crowdsourcing ability for

emergency event management ((Landwehr et al. 2016), (Gao et al. 2011)). When

emergency incidents happen in the surroundings, people respond and share their

views, concerns on social media and related applications (Huang and Li 2016). The

law enforcement authorities can observe such user-generated content to monitor the

happening within the city to monitor the emergency incidents quickly and effectively.

There are many such solutions proved that social media contents are one of the major

information source for detection and prevention of several emergency incidents such

as disaster management during earthquakes (Bai and Yu 2016), flood ((Cresci et al.

2015), (Cervone et al. 2016)), nuclear disaster (Acar and Muraki 2011), tsunamis (Ai

et al. 2016), and wildfires (Vieweg et al. 2010). The types of emergency incidents are

unknown in advance to detect and characterize the emergency-related incidents

(Atefeh and Khreich 2015).

The use of social media and mobile applications by people creates a huge amount

of data where a minimal amount of data can be relevant to emergency incidents and

contains valuable information. Many previous works focus on extracting valuable

information from social media data to detect emergency incidents. These works on

detecting emergency incidents mainly use text classification techniques. (Huang et al.

2021) proposed a method to use Twitter data to build a classifier model trained for

26 different types of emergency incidents. The author used a technique to train the

classifier model on certain categories of emergency incidents and tested it with other

types of emergency incidents. An event detection system by using Twitter data is

proposed by (Li et al. 2012) to detect car accidents. The tweets are analyzed to classify

and aggregate using machine learning models for detecting earthquakes is proposed by

((Imran et al. 2013), (Caragea et al. 2011)). (Choi and Bae 2015) proposes a real-

time monitoring system for disaster management using social big data. This system

uses social media data, particularly Twitter data, and analyses tweets in real-time for

any disaster-related information.

Most of the previous works on emergency event detection systems using social

media data are focuses on a single type of crime incident. The public safety system
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must focus on all types of emergency incidents to be monitored at the right time. The

residents in the city may use different types of applications or social media platforms

to share their views on the incidents happening in their surroundings. The city

administration should focus on all possible sources to extract valuable information that

can help to monitor emergency incidents. Law enforcement agencies are targeting on

video or sensor devices installed within the city to monitor emergency events and look

at the possible user-generated contents available within the city. There is much scope

for the system that can collect the data from all possible sources and analyze it to

detect emergency incidents. This chapter proposes a real-time emergency event

detection system for public safety using data from multiple sources.

4.3 PROPOSED WORK

The objective of the proposed work is to design an emergency event detection system

using multiple data sources. The framework discussed in Chapter-3 can be used to

design the proposed system for emergency event detection system. It supports

collecting the real-time data from the identified data sources in real-time and supports

blending the data from all sources. The common dataset updated from the data

blending mechanism can be used to analyze it to find a required data-driven solution.

Here an event processor is designed to detect emergency events using the common

dataset updated from the data blending mechanism. The workflow of the proposed

design of a real-time emergency event detection system using multiple data sources is

as shown in Figure 4.1.

The proposed design aims to target input data from multiple sources. The data

ingestion mechanism and data blending mechanism support ingesting and preparing

analytics-ready data, as discussed in Chapter 3. The preprocessed data are updated on

a blended table created using HBase on top of the Hadoop storage system. The blended

data is further passed into a real-time event processor responsible for classifying the

input data stream as an emergency incident. The event processor is designed using a

machine learning model with a binary classification technique to classify emergency

incidents. It is easy to add any additional input data source of interest into the existing
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Figure 4.1: Workflow of real-time emergency event detection using multiple data
sources
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system.

4.4 EXPERIMENTAL EVALUATION

The overview of an experimental setup for real-time emergency event detection using

multiple data sources is as shown in Figure 4.2. The proposed experimental setup is

based on the real-time big data analytics framework proposed in Chapter-3. The

framework supports collecting real-time data from multiple data sources for the

analysis. For the experimental work, three different data sources are used that

generates crime-related information. Social media data like Twitter data, Facebook

posts, and citizen complaint data through mobile applications are the input data

sources considered for the experimental work. The data ingestion processors are

configured for each data source to ingest the real-time data generated at the particular

source. The purpose of the data ingestion processor is to ingest the data from a specific

source immediately once data is generated at the source. The ingestion mechanism is

also integrated with a data filtering mechanism to ingest only the data related to crime

from the given target location. For each data source used, separate data adapters are

designed to read the data stream passed from the respective data ingestion processor.

The purpose of the adapter is to preprocess the data and update the prepared data on a

common dataset from all the sources used. The data blending mechanism used in the

adapter helps to update prepared data from all three sources as a common dataset as

analytics-ready. An event processor is designed as a real-time analytics process

responsible for analyzing the common dataset to detect any emergency incidents. The

event processor is a machine learning model to classify the input data as an emergency

incident.

The experimental setup is similar to the experimental setup for a real-time big data

analytics framework using multiple data sources, as explained in Chapter 3. Apache

NiFi tool is used for configuring the data ingestion mechanism. The data ingestion

processors for all three data sources are configured to ingest the data in real-time.

Apache Flink is used as a real-time analytics tool. The data blending adapters for

each data source are designed as Flink jobs responsible for preprocessing the data
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and consisting of a data blending mechanism. The data blending adapters update the

prepared data on a common table created on HBase on top of the Apache Hadoop

storage system. The prepared data stored on the blended table is processed through a

real-time analytics engine. The real-time analytics engine consists of an event processor

with a machine learning model to detect any emergency incidents.

4.4.1 Event Processor

The purpose of the event processor is to process the event streams passed from the

adapter to find any emergency incidents. The event processor uses a machine

learning-based classification model to generate emergency event alerts from the

incoming data stream. A training model is developed by using information about six

different categories of crime incidents such as fire incidents, vehicle accidents,

robbery, rape, murder, and gang war. The initial training model is created using the

data related to these six categories of crime incidents data. This training data set is

updated regularly as the model is tested with new incoming data streams. The newly

arrived data stream contents from any of the three data adapters are verified for any

emergency incidents. When such incidents are detected during the process, an

emergency alert gets generated.

As and when the new data stream is passed to the event processor, the content of the

data is processed for selecting the topic feature by adopting Latent Dirichlet Allocation

(LDA) (Blei et al. 2003). Initially, non-English contents are filtered out using a

language detection library, and then stop words are filtered out from the contents.

Latent Dirichlet Allocation (LDA) is used to train a topic model that can output the

distribution of topics. Then, the classification model developed in the event processor

is used to find any emergency incident. This model has experimented with the most

popular classification algorithms to choose the better one for the most relevant results.

In this work, the most commonly used classification algorithms in streaming data

analytics, such as the Naive Bayes (NB) classifier, Support Vector Machines (SVM)

classifier, Logistic Regression (LR), and Random Forest (RF) algorithms are used.

NB classifier is a probabilistic classification algorithm based on the application of
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4. Real-time emergency event detection system

Bayes’s theorem (John and Langley 1995). The model assumes that the presence of

a specific feature is unrelated to the presence of any other feature. SVM classifier

(Cortes and Vapnik 1995) is based on separating hyperplane according to which new

samples are classified. Logistic Regression (LR) is a linear classifier that measures the

relationship between the dependent variable and independent variables by determining

the probabilities using a logistic function (Witten et al. 2011). Random Forest (RF) is

based on the forest construction procedure where features as nodes grow like branches

of a tree, finally combining all trees to form a Random Forest model (Breiman 2001).

To evaluate the performance of the model, frequently used three statistical metrics,

accuracy, precision, and recall, are used. The NB classifier gives the most accurate

results out of the four different classifiers used. Hence this classifier is used to generate

emergency alerts in the proposed system.

4.5 RESULTS AND DISCUSSION

The performance of the four different classifiers used in the experiment for emergency

events classification is as shown in Figure 4.3 and 4.4. In this experiment, we target

for emergency incidents by considering the six different categories of crimes such as

fire incidents, vehicle accidents, robbery, rape, murder, and gang-war. The

performance metrics are computed for each category of crime incidents using four

different classifiers. Then, the overall measure is calculated as the average of the per

class measure. Here NB classifier achieves a higher accuracy of 73%, which is a 3%

improvement over RF, 5% improvement over SVM, and 8% improvement over LR

classifier.

68



4.5. Results and Discussion

(a) Logistic Regression Classifier

(b) Naive Bayes Classifier

Figure 4.3: Performance Comparison of Classification Algorithms for Emergency
Alerts- (a) Logistic Regression and (b) Naive Bayes classifier
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(a) Random Forest Classifier

(b) Linear SVM Classifier

Figure 4.4: Performance Comparison of Classification Algorithms for Emergency
Alerts- (a) Random Forest and (b)Linear SVM
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4.6 SUMMARY

A real-time-based emergency alert system to help the public safety solution is

implemented using a machine learning-based classification algorithm with the

proposed framework. Real-time data analytics is invaluable in many data-driven

applications for quick response and actions. Public safety is one of the key services in

smart city applications, where timely decisions and predictions are much beneficial for

detecting and preventing crimes. In real-time data analytics, it is crucial to perform the

entire analytics process as quickly as possible. In the data analytics process, the

majority of the time is spent preprocessing the data to make it prepared as

analytics-ready. In real-time analytics, whenever new data arrives in the data collection

phase, it must be preprocessed and analyzed for a desired analytical solution without

much delay in the entire process. Collecting the maximum data for the analysis helps

in achieving better outcomes. Hence, it is essential to use multiple data sources for

input data in analytics to find much better and more accurate outcomes. The real-time

analytics framework with the data blending approach proposed in this work is

appropriate to preprocess the data from multiple sources in real-time. A real-time

event processing mechanism is proposed for emergency alerts to any such incidents

within the city. Analytical solutions such as predictions and data-driven decisions are

possibly more accurate when all available data are used instead of a single data source.

The proposed mechanism is much more flexible in adding any new data source to be

used for the analytics with the existing experimental setup. The experiment is carried

out with four different classification algorithms, and the comparison of results shows

that Naive Bayes classification performs with an accuracy of 73% which is better in

generating emergency alerts.
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CHAPTER 5

REAL-TIME ANALYTICS BASED CRIME
PREDICTION USING MULTIPLE DATA SOURCES

Early detection and prevention of crime are the most crucial challenges for better safety

and security within the city. For a long time, Predictive policing has been used to

monitor crimes based on past crime records by identifying the crime hotspots. Recent

developments with digitization in various applications generate data continuously on a

large scale. It gives much scope for data scientists to analyze the data immediately after

it gets generated at the source. Technological developments in streaming data analytics

and real-time analytics play a key role in making real-time predictions and decisions.

The proposed system is designed to use real-time data from multiple sources for crime

hotspot prediction that improves the performance of the prediction model.

In the proposed work, real-time data from multiple sources are used along with

historical data to enhance the performance of the prediction model. The proposed

real-time crime prediction system is designed using a real-time big data analytics

framework proposed in Chapter 3 that incorporates a real-time data ingestion

mechanism accompanied by a data blending approach for multiple data sources. The

experimental work is carried out with the proposed system using three different data

sources for crime prediction. The data ingestion and data blending approach used for

designing the system is flexible to add any additional data sources of interest for

real-time prediction. The real-time data, along with the historical data, helps in
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achieving better performance. It is also tested with different time intervals to update

the prediction model.

5.1 INTRODUCTION

Predictive policing has been used for the past few years by many law enforcement

agencies for the early detection of crimes. It involves an analytical and statistical

approach to forecast possible crimes by using crime data from different sources such

as FIR data, social media data, personal communications, etc. Advancement in data

analytics and big data is reflected in more analytical solutions introduced in the smart

policing system. Crime hotspot analysis is one of the popular methods used by many

police departments for monitoring crime. The objective of the crime hotspot prediction

system is to predict the geographical locations with crime risk based on crime data

patterns. It helps law enforcement authorities to prevent crimes by police patrolling in

such areas. Different analytical methods such as data mining, regression models,

classification algorithms, Spatio-temporal analysis are used to increase the accuracy of

hotspot prediction. Law enforcement agencies use such prediction results to make

proper decisions and actions based on the hotspots identified. In certain situations, it

may require police presence on the crime incidents, additional attention, quick

responses, periodic visits by the police patrolling depending on the types of crimes in

that area. It leads to more scope for early prediction of crime hotspots and timely

actions to prevent crimes.

Existing crime hotspot prediction systems are built based on collecting historical

criminal records from the police departments and generate the prediction. However,

the data often collected yearly may be less effective over time in cities because of the

significant number of floating populations in urban areas. In this work, an attempt

is made to collect the data in real-time, as a large amount of data in smart cities is

accessible in a streaming manner. The rapid growth in big data analytics and streaming

data analytics made it possible to analyze data immediately after getting generated at

the source. Furthermore, more and more technological adaptation in day-to-day life in

the city generates a large amount of data continuously. Such data generated from the
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users and digital infrastructure can be analyzed instantly to derive useful data patterns.

It is also essential to use all available data sources as input to the analytical system. As

more and more data sources are used than a single source, it can produce more valuable

insights into the prediction system that helps in increasing the accuracy of the system.

In this chapter, a real-time based crime hotspot prediction system is proposed for

public safety in a smart policing system. The proposed system collects user-generated

content within the smart city from multiple sources as input data. A framework is

designed to ingest real-time data related to crime from multiple sources. The data

ingested from multiple sources are further processed with a data blending mechanism

to integrate it as analytics-ready. The proposed data blending mechanism is scalable to

add any number of data sources along with corresponding addition of data ingestion

and blending mechanism in the analytics system. A crime hotspot prediction

mechanism is designed using this blended data from multiple sources. Here the new

data is continuously updated at the source. The data used at present is used as

historical data in later stages. The proposed crime hotspot prediction approach is an

efficient mechanism by analyzing various possible data sources in real-time. The

results show that this approach gives more accurate predictions than the traditional

approach, where only the historical data is used from a specific source.

5.2 CRIME HOTSPOT AND PREDICTIVE POLICING

For the past few years, predictive policing has been used by many law enforcement

authorities to monitor and prevent crimes. Predictive policing uses analytical

techniques to identify likely targets for police intervention and prevent crime or solve

past crimes by making statistical predictions, as stated by (Perry et al. 2013).

Statistical analysis is widely used to predict crime events and identify likely targets for

the police. Crime hotspot prediction is one of the traditional methods used to analyze

and visualize crimes across time and space (Hardyns and Rummens 2018). The main

goal of predictive policing is to generate future crime trends and patterns and adapt

them to the crime prevention process (Gerber 2014). It helps the city administrators to

use their security resources effectively (Meijer and Wessels 2019). At the earlier
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stages, the data collected from the crime records, statistics from the police departments

are used to generate future crime patterns. Due to the advancement in Information

Communication Technology (ICT), crime-related data generated from various

user-generated contents such as social media data and devices such as sensors, video

surveillance cameras are widely used in crime prediction. With the technological

adaptation in the IoT and Cloud, smart policing for public safety is among the most

common services in any smart city project (Davies 2020).

Data-driven approaches with Intelligence-led policing and hotspot predictions are

becoming more popular in smart policing. Intelligence-led policing is a process of

analyzing crime data to make policing strategies and operations for reducing and

prevent crime with appropriate management of policing resources (Ratcliffe 2016).

Crime hotspot prediction system finds possible locations with a high crime rate using

analytical tools (Hardyns and Rummens 2018). Crime hotspots help city

administrators to make appropriate decisions in monitoring and prevent crimes. It

helps smart policing system for appropriate management of limited security resources.

With the rapid development of digitization in day-to-day life, vast amounts of

information are generated continuously within the city. The challenge for the smart

policing system is to use all possible information in their crime prediction and

monitoring tools to find a better solution.

Crime data analytics to forecast future crimes have been used for a long time by

many data analysts. The majority of the crime prediction tools focus on historical

crime patterns collected from various sources (Chainey et al. 2008), (Ohyama and

Amemiya 2018). The Geographical information system (GIS), environmental data

(Mohler et al. 2011), and social media data are widely used for crime prediction by

most researchers from the past few years (Andresen 2009), (Williams and Burnap

2015), (Zhuang et al. 2017). Many researchers use statistical techniques including

regression (Kennedy and Dugato 2018), kernel density estimation (KDE) (Alves et al.

2018), Latent Dirichlet Allocation (LDA) (Hu et al. 2018) to identify the future

crime area by using historical crime records. Advancement in crime hotspot prediction

systems adapts machine learning algorithms to improve the performance of the system.
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Crime hotspot prediction using a machine learning approach with SVM is proposed by

(Gerber 2014). (Liu and Zhu 2017), (Vural and Gök 2017) proposed the Naive Bayes

method to build the crime prediction models to forecast the crime locations. (Yu et al.

2014) proposed ensemble learning for crime forecasting using Spatio-temporal data.

The advancement in Big data technology and Artificial Intelligence help researchers to

develop predictive tools with better performance.

The recent development in the open data repository of crime data provides

opportunities to improve the analytical solutions for crime detection and prevention.

Streaming data analytics tools are popularly used in various applications for the past

few years (Puentes et al. 2020). In recent days, streaming data analytics have been

used for crime forecasts in real-time. The majority of real-time analytics in crime

prediction uses social media data. An event detection system is proposed in (Hasan

et al. 2018) to detect important events in real-time from Twitter data streams. (Zhou

et al. 2016), (Fan et al. 2016) proposed similar work for city event detection for

London city using Twitter data streams. (Ali et al. 2017) proposed an event detection

system designed for real-time data analytics of IoT-enabled communication systems.

A real-time monitoring system for disaster management using social big data analytics

is proposed in (Seonhwa and Byunggul 2015). (Zhang and Yuan 2015) proposed a

predictive model for air quality monitoring by analysis of real-time meteorology data

from Beijing city. A prediction system designed to predict future terrorist incidents

using real-time news data sources is proposed in (Toure and Gangopadhyay 2016) .

This chapter proposes a real-time crime prediction system that targets both real-

time data and historical data. The system uses real-time data from multiple sources to

enhance prediction performance. In recent days, some researchers attempt to analyze

multi-source data to improve prediction accuracy. The data generated from different

social media platforms can be integrated to enhance big data-driven crime prediction

models, as stated in (Pina-Garcia and Ramirez-Ramirez 2019). (You et al. 2019)

proposed a mechanism for harnessing multi-source data about public sentiments and

activities for an informed design that addresses the process from data collection to data

visualization. A framework proposed for collecting and analyzing data from social
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media and surveillance cameras to describe public safety events is proposed in (Xu

et al. 2019). The proposed system uses the blending of data from different sources to

improve the prediction model performance.

5.3 PROPOSED WORK

In the proposed work, real-time data used to find the crime-related data patterns to

predict the crime hotspots. The input data from identified sources are streamed into

the analytics system immediately after it gets generated at the source. Such data is

processed when it arrives at the desired analytics system and stored for further use in

the crime hotspot predictions. Hence the proposed framework is designed based on the

working of Lambda architecture, as explained in chapter 2. Real-time data ingested

from identified sources, as and when it gets generated at the respective data sources

and then preprocessed to prepare it as analytics-ready. Here input data is streamed

through the real-time layer and then passed to the serving layer. The prepared data are

simultaneously updated in the data store and used in later stages using the batch layer

as batch views along with the real-time views. Real-time views of the serving layer

manage to process the real-time queries requested by the user.

The design of the crime hotspot prediction system using real-time data analytics

from multiple sources is based on the proposed design for real-time big data analytics

for multi-source data explained in chapter 2. The overall process for crime hotspot

prediction system consists of different phases as data ingestion from real-time data

sources, data preprocessing, data storage, real-time analytics engine for prediction, as

shown in Figure 5.1. The functioning of each of the phases during the real-time crime

prediction is conferred in the following.

Data Ingestion:

The main aim of the proposed design is to collect real-time data from multiple sources.

Here, separate data ingestion processors are designed for each identified data source

to ingest real-time data into the analytics system. Each data ingestion processor for a

specific data source is configured to ingest the data immediately after it is generated at
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the particular data source. The data ingestion processor is also responsible for filtering

only the crime-related data. The filtered data from each of the ingestion processors is

passed into the next stage for the preprocessing. Any new data source of interest can be

added to the system by adding a respective data ingestion processor.

Data Preprocessor:

The data stream passed from the data ingestion processor is passed into the respective

data blending adapters. The purpose of the data blending adapter is to preprocess the

noisy data input and also data blending from different sources into a single common

dataset. In this phase, noise removal, tokenization, and normalization techniques are

used to preprocess the contents of the data from an incoming data stream. The target

attributes identified from the particular data sources are filtered and updated as a

common dataset on a data store.

Data storage:

The proposed system uses both historical and real-time data. The data used in real-time

at the moment are used as historical data in the later stages. Apache Hadoop is used

as a storage system, which supports read and write access for Apache Flink used as a

real-time analytics tool. An HBase table on top of the Hadoop ecosystem is used as a

common dataset from all the input data sources, which is updated continuously from

the proposed data blending mechanism.

Real-time crime prediction:

Both real-time data and historical data are used to create an analytical model for real-

time crime prediction. Apache Flink is efficient in building real-time analytical models

by using real-time data. In the proposed work real-time analytics process is designed for

crime prediction using a machine learning model. The process is updated continuously

using real-time data and historical data stored.
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5.4 EXPERIMENTAL EVALUATION

The detailed workflow of an experimental setup for the real-time analytics for crime

hotspot prediction is shown in Figure 5.2. The complete process is based on the

different stages, as explained in the previous section. The real-time data sources that

generate crime-related information are identified, and used for the experimental

evaluation. Three different data sources are considered for analysis, like Twitter data,

Facebook posts, and citizen complaints data through the mobile application. For each

data source, a specific data ingestion processor is configured to ingest the data in

real-time. The three different data sources use three different data ingestion processors

to ingest the data from a particular source and filter the data stream if only related to

crime incidents of a target location. The data streams passed from each of the

processors are processed by respective data adapters. Each adapter comprised a

mechanism to read the data stream as and when passed from the respective data

ingestion processor. Each adapter is a real-time task to preprocess the data with the

proposed data blending mechanism. The prepared data from all three adapters are

stored on a common HBase table on top of Hadoop. This data is stored in HDFS to use

in later stages as historical data. Here both historical data and real-time data streamed

are used in the real-time analysis for crime hotspot prediction.

The primary objective of the proposed work is to use multiple data sources in real-

time for crime hotspot prediction. Preparing the data as analytics-ready immediately as

it gets ingested into the system is a challenging task in the process. The accuracy of

the prediction results purely depends on the quality of the data used. The preprocessing

stage is a critical step in the analytics process, where it takes the maximum duration

of the entire process. Since data gets collected in real-time, the preprocessing to be

done as and when data enters into the system and make it available as analytics-ready

immediately. Here, the data from different sources are ingested as input data, containing

different formats and structures. The proposed design consists mainly of three different

stages: data collection phase with a data ingestion mechanism, data preprocessing phase

with a data blending mechanism, and real-time analytics with a prediction model for

crime hotspot prediction. The data ingestion mechanism is responsible for ingesting
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the data from the identified sources in the real-time and initial filtering process to

ingest only the crime-related data of a specific location. The data blending mechanism

involves preprocessing the data and integrating the data ingested from different sources

into a common dataset as analysis ready. The prediction model uses the preprocessed

data to predict the crime hotspot using the appropriate machine learning model.

5.4.1 Data Ingestion Processor

For the experimental work, real-time data ingested from three different data sources into

the analytics process. Real-time data from Twitter posts, Facebook posts, and citizen-

compliant data through mobile applications are used as input data. The proposed design

uses separate data ingestion processors for each data source during the data ingestion

mechanism. The working of the data ingestion mechanism from a specific data source

is as shown in Figure 5.3. Each data ingestion processor responsible for ingesting the

data in real-time from a specific data source and perform basic preprocessing of data to

filter out the unwanted information. For example, the Twitter data ingestion processor

responsible for ingesting the tweets as and when it gets generated at the source and filter

to extract only the crime-related tweets of a specified location. Once the data streamed

into the system in each of the data ingestion processors, it is verified that location values

in the incoming data are within the range of given location values. If the location values

match the specified values, the contents of the datastream are verified for having any

crime-related information.

Figure 5.3: Work-flow of Data Ingestion Process

In the data ingestion phase, once the input data stream is successfully verified to

match the location values, it is further verified for having any crime-related information.

A knowledge base is used in the p that consists of the words and phrases related to
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different categories of crimes, as explained in Chapter 3. The content of each incoming

data stream is verified for any crime-related information present or not with the help

of the knowledge base. If the incoming data stream is found to have crime-related

content, then it is passed into the next preprocessing stage. The data does not match the

specified location range and does not contain any crime-related information discarded

directly during the data ingestion mechanism.

5.4.2 Data Blending Adapter

The data blending mechanism consists of separate data blending adapters for each data

source. Each data blending adapter reads the data from the respective data ingestion

processor and processes it to prepare a common dataset as analytics-ready. Data

blending adapters are real-time tasks implemented using Apache Flink as a real-time

processing tool. The input data ingested from all three data sources are in javascript

object notation (JSON) format, but the structure of the data is different in each case. In

general, both structure and format of the data can be different across various data

sources. The data blending mechanism aims to integrate the data from multiple

sources into a common dataset as analytics-ready.

Figure 5.4: Work-flow of Data Blending Adapter
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The working of a data blending adapter for each data source is as shown in Figure-5.

Here, each adapter is configured to read the data stream passed from the respective data

ingestion processor. The data blending adapter for each data source is written as a Flink

job, capable of reading any new input data stream from the data ingestion processor

immediately once available. The data stream gets parsed to filter the target fields; this

information is helpful in the further analytics process. For the experimental work, the

target fields selected are the time at data created, name or user information, location

values, and text or message contents. The different data sources used here consist of

these target information in a different structure. Hence, the data blending adapter for

each data source is configured for filtering the target fields concerning the specific data

source structure. The information filtered from each of the data sources is updated on a

blended table in HBase. Additional information as a source-id number updated in each

row of data helps identify the data source to which particular information belongs. The

updated data on the blended table is further used in the real-time analytics engine for

crime prediction.

5.4.3 Real-time analytics for crime prediction

The blended data updated on the Hbase table is used in further analysis to find a crime

prediction solution. In the proposed work, crime prediction is a classification problem

to predict a location will be a crime or not. The classification model is developed where

the training data must consist of both positive and negative samples. Here positive data

represents the crime scene, whereas negative samples represent non-crime scenes. The

proposed work target is to use both historical data and real-time data for the prediction.

At the initial stage, historical data are used, which represents only positive data samples.

Hence, the sampling method proposed by (Gerber 2014) is used to add negative data

samples. This method generates evenly spaced locations that do not coincide with the

positive samples at a particular sampling granularity as negative samples.

In the proposed work, the crime prediction model is evaluated based on future crime

data instead of using a cross-validation method. As stated by (Bogomolov et al. 2014),

the cross-validation technique performs the repeated trials on historical data to remove
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the fluctuation in the real-time data. Hence a testing period is defined in which the

model is assumed to be valid. Here training data is created using the crime data before

time t and similarly create testing data using the crime data within [t, t+p] where p is the

testing period. The values used for the testing period p are 8-hour, one day, one week,

and one month. The prediction model performance is evaluated by using different p

values to select an appropriate p value.

As the proposed crime prediction model is a classification problem, the most

popularly used classification algorithms, such as Logistic Regression (LR), Naive

Bayes (NB) classifier, Random Forest (RF), and Support Vector Machines (SVM)

classifier, are used. Logistic Regression (LR) is a linear classifier that measures the

relationship between the dependent and independent variables by determining the

probabilities using a logistic function (Witten et al. 2011). NB classifier is a

probabilistic classification algorithm based on the application of Bayes’s theorem

(John and Langley 1995). The model assumes that a specific feature’s presence is

unrelated to the presence of any other feature. Random Forest (RF) is based on the

forest construction procedure where features as nodes grow like branches of a tree,

finally combining all trees to form a Random Forest model (Breiman 2001). SVM

classifier (Cortes and Vapnik 1995) is based on separating hyperplanes according to

which new samples are classified. The performance of classification models is

measured using three common metrics like accuracy, precision, and recall. Since the

main objective of the proposed work on real-time analytics using multiple data

sources, we limited the work with these four most commonly used classification

algorithms in streaming data. Here NB classifier performs better than other

classification algorithms used in the experiment.

5.5 RESULTS AND DISCUSSION

The performance of the proposed crime prediction system is evaluated using historical

data and real-time data. The proposed system uses multiple data sources as input for

crime prediction to achieve better performance. Three different real-time data sources

are used for experimental work, along with the historical data. Figure 5.5 shows the
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Figure 5.5: Performance Comparison between single source and blending of sources

comparison of multiple data sources over a single data source for crime prediction.

The results compare crime prediction model performance when different data sources

are combined as input data. The prediction performance is compared with

performance metrics such as accuracy, precision, and recall for a different set of input

data. The performance metrics are compared by considering a different set of input

data such as only historical data, historical data along with Twitter data(S1), historical

data along with Twitter data and Facebook data(S2), historical data along with Twitter

data, Facebook data, and mobile app data(S3). The result shows that using multiple

data sources increases the performance of the crime prediction model.

Figure 5.6 and 5.7 shows a evaluation of different performance metrics of

proposed crime prediction model with four different classification methods. The
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results compare prediction model performances with historical data of different time

intervals and historical data combined with real-time data at different time intervals.

Table 5.1 shows the comparison of performance metrics for four different

classification models using different combination of data. The prediction results

indicate that historical data for one year gives better performance than the historical

data used for six months and one-month duration. The results clearly show that

performance improves with all the four different classification methods used in the

experimental work. Hence, historical data for a one-year duration is used along with

the real-time data in the proposed crime prediction model. The real-time data is the

blended data from all the three data sources used. The model performs better when

real-time data is used along with historical data.
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(a) Logistic Regression Classifier

(b) Naive Bayes Classifier

Figure 5.6: Prediction performance of different classification algorithms with blended
data (a) Logistic Regression and (b) Naive Bayes classifier
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(a) Random Forest Classifier

(b) Linear SVM Classifier

Figure 5.7: Prediction performance of different classification algorithms with blended
data (a) Random Forest and (b) Linear SVM
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(a) Accuracy

(b) Precision

Figure 5.8: Prediction performance comparision for different testing period- (a)
Accuracy and (b) Precision
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(a) Recall

(b) Average Performance

Figure 5.9: Prediction performance comparision for different testing period- (a) Recall
and (b) Average Performance
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The prediction model is tested with real-time data of different testing periods of one

hour, eight hours, and one day, along with the historical data. The detailed comparison

in the graph shows that real-time data of one-hour duration and the historical data of

one-year duration perform better than the other input data combinations in all four

different classification methods. Here NB classifier attains an accuracy of 81% and

performs better than the other three classification techniques used.

The proposed crime prediction model performance is evaluated over time. During

the experimental work, different time intervals(t) such as eight hours, one day, and one

week are used to study the performance of the proposed model. Here, a new model is

retained for every eight-hour, one day, and one week to compare the effectiveness of

the model. For t being eight hours, the model is updated for each eight-hour duration

to evaluate it and find the average results for each week. Similarly, for t being one-day,

the model is updated every day to evaluate it and find the average results for each week.

Finally, for t being one week, update the model every week and evaluate it individually

in succeeding weeks. Figure 5.8 and 5.9 shows the performance of the proposed model

over time. Here NB classifier is used to evaluate the model that gives better performance

in the previous experiment. Figure 5.8(a), (b) and 5.9(a) show model performance

metrics such as accuracy, precision, and recall, respectively. For the comparison of

different time intervals, average performance over time is shown in Figure 5.9(b). When

comparing the results for different t values, the model performance difference increases

over time. It is observed that model performances are almost similar in the case of t is

eight-hour and one days. Therefore t as one day is set to update the model instead of t

as eight-hour to avoid computational expenses.

5.6 SUMMARY

In this chapter, a real-time analytics system using real-time data from multiple sources

for crime hotspot prediction is proposed that improves the performance of the prediction

model. In the proposed work, real-time data from multiple sources are used along with

historical data to enhance the accuracy of the prediction model. This chapter discusses

the proposed framework for a real-time crime prediction system that incorporates a real-
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time data ingestion mechanism accompanied by a data blending approach for multiple

data sources. The experimental work is carried out with the proposed framework using

three different data sources for crime prediction. The data ingestion and data blending

approach used in the proposed framework is flexible to add any more data sources of

interest for real-time prediction. The results show that real-time data, along with the

historical data, attains better performance. It is also tested with different time intervals

to update the prediction model. Naive Bayes classification with 81% accuracy performs

better than the other models used in the experiment.

As data generates continuously within the city, it can be analyzed to make timely

decisions. Analyzing only the historical data is not sufficient for monitoring the crime

for public safety. Real-time crime prediction is beneficial in the early detection and

prevention of crime. It is also essential to use all possible data available from different

sources to get more valuable insights into the prediction model. The proposed model is

evaluated using both historical data and real-time data. It is observed that the

prediction model attains better performance when multiple data sources are used. The

experimental work shows that the model performs better when real-time data sources

are used with historical data of one-year duration. The prediction model is compared

with four different classification methods, which are popularly used with the streaming

data. It also experiments with different time durations for prediction model updates

with the real-time data sources. The results show that the model can be updated daily

for better performance.
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CHAPTER 6

CONCLUSIONS AND FUTURE SCOPE

6.1 CONCLUSION

Real-time data analytics plays a crucial role in numerous data-driven applications,

enabling quick responses and actions. One significant application domain is public

safety in smart city contexts, where timely decisions and predictions are vital for crime

detection and prevention. In real-time analytics, the speed at which the entire analytics

process is performed is of utmost importance. Data preprocessing, which prepares the

data for analytics, typically consumes a substantial amount of time in any data

analytics process. Consequently, when data is collected, it must be swiftly

preprocessed and analyzed to facilitate desired analytical solutions without significant

delays. Utilizing multiple data sources as input data in analytics can lead to improved

and more accurate outcomes. The proposed data blending approach in this study is

well-suited for real-time preprocessing of data from various sources. It offers

flexibility in incorporating new data sources into the analytics framework with the

same experimental setup, ensuring scalability and adaptability.

A real-time event processing mechanism is introduced to address emergency

situations within the city, allowing for timely alerts and response to such incidents. By

leveraging the proposed mechanism, analytical solutions like predictions and

data-driven decisions can benefit from the use of all available data sources, rather than
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relying solely on a single source. This holistic approach enhances the accuracy and

effectiveness of the analytics process, leading to more reliable insights and actionable

intelligence. The flexibility of the proposed mechanism enables the seamless

integration of additional data sources into the analytics framework. As new data

sources emerge or existing sources evolve, they can be effortlessly incorporated,

ensuring the longevity and relevance of the analytics solution. This adaptability

ensures that the system remains up-to-date and capable of leveraging the latest data for

improved real-time analytics. The proposed data blending mechanism and real-time

event processing contribute to efficient data preprocessing, accurate predictions, and

informed decision-making. By utilizing multiple data sources and accommodating

new sources seamlessly, the analytics process becomes more comprehensive and

flexible, leading to enhanced outcomes and a proactive approach to public safety in

real-time scenarios.

6.2 FUTURE SCOPE

In the future, there are several avenues for expanding and improving upon the

proposed framework for real-time analytics using multiple data sources. The proposed

framework can be extended to accommodate a larger number of data sources. By

incorporating diverse sources, the framework can provide a more comprehensive and

holistic view of the data, leading to more accurate insights and predictions. Currently,

the proposed work focuses on text data ingested in the JSON format. Future work can

explore the integration of data from various sources with different types of data

formats and structures. This would require developing mechanisms to handle and

preprocess data in formats such as CSV, XML, or relational databases. The data

blending mechanism proposed in this work can be adapted and applied to other

data-driven applications beyond the specific use case discussed. By making the

mechanism more generic and flexible, it can be utilized in a wide range of domains

where input data is sourced from multiple heterogeneous sources. The classification

model developed for generating emergency event alerts can be further improved for

increased accuracy. Future work can involve fine-tuning the model parameters,

exploring ensemble methods, or considering advanced techniques such as deep
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learning to enhance the performance of the classification model.

The proposed work compares four popular classification algorithms for streaming

data. However, future work can involve evaluating the performance of additional

algorithms to identify better-performing models. This exploration can help identify

algorithms that are more suitable for specific types of data or exhibit improved

accuracy in the real-time analytics context. With the proliferation of Internet of Things

(IoT) devices, future work could explore the integration of edge computing capabilities

with real-time big data analytics. This would involve developing distributed analytics

frameworks that can process and analyze data at the edge of the network, closer to the

data sources, to reduce latency and improve real-time decision-making.

By addressing these future research directions, the proposed framework can be

enhanced to handle a wider range of data sources, formats, and structures. The

inclusion of more diverse data, along with advancements in classification algorithms,

will contribute to the accuracy and effectiveness of real-time analytics. Moreover, the

generalization of the data blending mechanism will enable its application in various

data-driven domains, extending the framework’s usefulness and relevance.
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