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Abstract

The Internet of Things has paved the way for several smart applications, which

broadly include smart homes, smart cities, smart transports, etc. The underlying

architecture of these systems typically involves sensor devices communicating data

over the internet to provide some useful insight. However, as the number of devices

connected to the internet is increasing, the existing backbone network infrastruc-

ture is experiencing considerable challenges in the allocation of channel bandwidth

for communicating devices. Moreover, it is also widely debated that prolonged ex-

posure to high radio-frequency spectrum is harmful to living bodies. Thus, there

is a need to have an alternative to existing radio-frequency-based communication

techniques. Visible light communication is a sub-domain of optical wireless com-

munication which uses an unlicensed visible light spectrum for communication.

However, the domain is new and requires more work to be done with respect to

designing testbeds and integration with existing Internet of Things infrastructure.

Thus, there is a scope to design low-cost testbeds to test various modified versions

of existing modulation techniques as well as to build new modulation techniques

specific to light characteristics.

This research thesis proposes various low-cost testbeds to implement exist-

ing modulation techniques and compares them with the standard implementation

of their simulated counterparts. The work also proposes a few new modulation

techniques and describes their integration with Internet of Things applications.

Depending upon the type of the receivers and the features used for generating sig-

nals, the modulation techniques were divided into three major categories namely

photodiode-based modulation, rolling-shutter-based optical camera communica-

tion modulation, and pattern-based optical camera communication.

The work also proposes photodiode-based modulation and shows an imple-

mentation of a low-cost visible light communication testbed. It also highlights the

implementation of On-Off keying and pulse duration modulation techniques on the

proposed testbed. The work also evaluates the performance of the implemented

system with its equivalent standard implementation using Matlab simulation. The
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work shows the performance of the proposed testbed is in line with the perfor-

mance of the simulated counterpart with respect to the trend of increasing error

rate with increasing distance. It also shows that the performance of pulse duration

modulation is consistently better than that of On-Off keying in terms of the suc-

cess of reception (%). The work also highlights an extension by building an image

transmission application using the proposed visible light communication testbed.

The research work in the thesis involves the design and implementation of

the visible light communication system which uses the camera as the receiver. It

highlights the use of the concept of a rolling shutter to modulate signals in terms

of the blink frequency of the transmitter LED. The work proposes a novel hybrid

frequency shift pulse duration modulation technique that modulated the data in

terms of the duration of frequencies. The work also highlights the performance

comparison of the proposed technique with other standard implementations of the

modulation techniques such as On-Off keying and binary frequency shift on-off

keying. An indoor positioning system application built using the testbed was also

described in this work.

As a part of the work on pattern-based optical camera communication mod-

ulation techniques, the work proposes two novel modulation techniques, one in-

spired by the nested structure of textures and the other inspired by quantum

physics. The implementation of both proposed modulation techniques uses the

same testbed setup. It evaluates the performance of the proposed techniques

based on the visibility of the patterns, the amount of data that can be encoded,

signal-to-noise ratio, and bit-error rate (%). The work also highlights the perfor-

mance comparison of the proposed techniques with the other existing techniques.

Finally, the testbed setup was also used to propose and build an Internet of Things

application that communicates temperature and humidity data over a non-radio-

frequency medium.

KEYWORDS: Optical Wireless Communication, Internet of Things, Visible

Light Communication, Optical Camera Communication, On-Off Keying, Pulse

Duration Modulation, Modulation, Testbed, Pattern-based Modulation.
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Chapter 1

Introduction

With the emergence of the Internet of Things (IoT), an increasing number of

devices are becoming connected to the network. The IoT is widely recognized

as an essential element in the process of revolutionizing industries, cities, and

agriculture, as stated by Zhou et al. (2021). The applications of IoT span a broad

range, encompassing both indoor and outdoor scenarios. In a general sense, an

IoT system consists of entities capable of sensing the environment, generating

data, and communicating it over the internet. These entities can include various

electronic devices, microcontroller units, plants, animals, and humans.

However, the rapid proliferation of network-connected devices has resulted in

a significant challenge for current communication technologies, namely the insuf-

ficient provisioning of bandwidth to accommodate all these devices. This issue

has led to the saturation of the Radio-Frequency (RF) spectrum. Consequently,

intelligent frequency allocation has become increasingly complex, as highlighted

by Librino and Santi (2021). Moreover, researchers are actively exploring alterna-

tive communication technologies, particularly in environments such as hospitals,

schools, and other places involving older people, children, and patients. This is due

to the concerns regarding the adverse effects of RF waveforms on human health,

as discussed by Miller et al. (2019).

One potential solution to address both the frequency allocation problem and

human health concerns lies within the optical spectrum. Optical Wireless Com-

munication (OWC) technologies, including Visible Light Communication (VLC),

Light Fidelity (Li-Fi), Optical Camera Communication (OCC), and free-space

optical communication, offer promising prospects for high data rates and commu-

nication distances over short to long ranges. These technologies harness the power

of light to enable efficient and secure communication.

1



CHAPTER 1 2

1.1 History

The concept of long-distance communication using light dates back to the 17th

century when light towers were employed to warn localities of events or potential

invasions. These towers used specific colors of flame or patterns, and the method

was known as the optical telegraph or semaphore telegraph (Wikipedia 2018c).

In the late 19th century, Alexander Graham Bell introduced the Photophone,

which revolutionized wireless communication by utilizing electromagnetic waves

transmitted through sunlight (Wikipedia 2018b). While the Photophone was an

impressive achievement for its time, it eventually gave way to other wireless com-

munication systems operating at lower frequencies, as it did not gain widespread

popularity. Throughout the 20th century, information transmission through the

air primarily relied on waves with frequencies lower than visible light.

In contemporary times, however, light has become a common medium for data

transport, especially in fiber optic networks. Building upon Alexander Graham

Bell’s pioneering work, visible light communication has emerged as a novel ap-

proach to transferring data across free space. Unlike Bell’s era, we now possess

more advanced technologies, such as photodiodes, cameras, and Light Emitting

Diodes (LED)s, enabling more efficient and reliable visible light communication.

1.2 Basics of Data Communication in Visible Light

Spectrum

The wavelength range under the electromagnetic spectrum between 380 and 700

nanometers which can be seen by human eyes is called as visible light spectrum.

To achieve communication using this spectrum, the underlying data transmission

and reception techniques should use the various properties of light for modulation.

Typically, any type of digital data can be decomposed into individual bits of 1’s

and 0’s. These bits can be represented as a low or high signal. Thus, while using a

light source for communication the digital signal can be simply converted into the

presence and absence of light, i.e., by turning the light ‘on’ and ‘off’. This type of

modulation is called On-Off Keying (OOK). There are more advanced ways for

modulating signals to achieve higher data rates, and better quality of reception,

which are elaborated on in Chapter 2. In general, the ability to switch between

‘on-off’ states is critical for data transfer rates, as it limits achievable data rates.

Traditional light sources similar to tungsten filament bulb and compact fluorescent
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bulb does not support fast switching between ‘on-off’ states thus, making LED

ideal for VLC. Although the concept is not new, however, due to recent techno-

logical advancements concerning reduced sensor sizes, faster and power-efficient

LEDs, low-cost hardware, and faster processors, the concept is revived to serve

the current situation (Pang et al. 1999; Tanaka et al. 2001). The theoretical limit

of OOK using specialized LEDs is 100 Gbps (Chowdhury et al. 2018).

1.3 VLC Architecture

A general architecture of VLC system is as shown in Figure 1.1 which shows a

VLC-Transmitter (Tx), free space medium, and a VLC-Receiver (Rx). At the Tx

side, the input binary data passes through an optical signal modulator to map the

bit value with voltage level as per the requirement. These voltage values are used

for modulating the physical state of connected LEDs using LED driver. These,

changes in light intensities are sensed at Rx side using either a photodiode or

a camera sensor. The sensed values undergo pre-processing to reconstruct the

received signal. Finally, the output is generated at the Rx side by performing

suitable demodulation.

10100…..10
Binary Input

Optical Signal 
Modulator LED Driver LEDs

VLC Transmitter

Free Space Optical
 Communication Medium

VLC Receiver 

Signal Demodulator Pre-processing10100…
Output Detector

Figure 1.1: Generic VLC System

Depending upon the type of the Rx, i.e., photodiode or camera, the underlying

architecture for Rx will change. In Li-Fi and VLC, photodiodes are used widely as

the detectors that receive the light intensity from transmitting LEDs. The modu-
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lation techniques used will be generally based on Intensity Modulated (IM)/Direct

Detection (DD). Whereas, in OCC, image sensors serve as the detectors that re-

ceive data. The demodulation schemes in OCC undergo an additional image pro-

cessing step to detect the Tx and decode the data. A suitable OCC modulation

scheme is designed based on the type of camera and usage of LED features.

1.4 Standards

Standardization efforts such as Visible Light Communication Association (VLCA)

standards and Institute of Electrical and Electronics Engineers (IEEE) 802.15.7

shows that VLC would augment existing wireless networks in coming years. In

2003, a VLC Consortium (VLCC) was formed to speed up the research and com-

mercialization of VLC. The VLCC proposed two standards by 2007; JEITA CP-

1221 (VLC system)(JEITA 2007a) and JEITA CP-1222 (VL ID system)(JEITA

2007b) which was later accepted by the Japan Electronics and information tech-

nology industries association (JEITA). CP-1223(JEITA 2013) was introduced as a

visible light beacon system in 2013. Both these standards have meager data rates

of up to 4.8 Kbps.

Due to the growing interest of researchers in VLC, VLCC introduced the first

IEEE 802.15.7 standard (Standards 2011). This standard defines physical and

media access control (MAC) layer parameters for short-range optical wireless com-

munications. This includes network topology, modulation domain spectrum, MAC

protocol specification, collision avoidance, addressing, performance, quality indi-

cator, dimming support, color status indicator, and stabilization. This standard

proposes OOK, Color Shift Keying (CSK), and Variable PPM (VPPM) tech-

niques for indoor and outdoor communications (Roberts et al. 2011). The highest

achievable data rate for indoor communication is up to 96 Mb/s. However, by

using Multiple Input Multiple Output (MIMO) systems and other modulation

schemes, the data rate can be greatly increased.

The IEEE 802.15.7 standard was initially formulated in 2011 for VLC without

considering the Image Sensor (IS)-based Rx (Standards-IEEE 2018b). In 2014,

however, OCC was included in the revised IEEE 802.15.7r1 standard (Standards-

IEEE 2018a), which was managed by the Task Group 802.15.7r1 (TG7r1) task

group and covered wider light spectra such as Near Infrared (NIR) and near ultra-

violet (UV). OCC is currently organized by the updated task group Task Group

802.15.7m (TG7m) that finalized the initial draft in 2018 (Nguyen et al. 2018).
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1.5 Applications

VLC exhibits two distinct application scenarios based on operational range. The

first scenario encompasses outdoor environments, where communication distances

can extend up to a few meters. Applications falling within this category include

vehicle-to-vehicle communication and pedestrian/vehicle-to-street light communi-

cation. Conversely, the second scenario pertains to indoor environments, involving

shorter communication distances ranging from a few centimeters to 2 meters. De-

vices such as refrigerators, washing machines, and study lamps, which remain

stationary, fall under this category. Notably, VLC can also facilitate internet

connectivity in aircraft through the utilization of LED reading lamps.

Indoor geolocation emerges as another compelling application for VLC sys-

tems, particularly due to the limitations of Global Positioning System (GPS)

functionality within buildings. Leveraging the diverse array of lights present in

a VLC system, triangulation techniques can be employed to precisely locate de-

vices within a room. This capability proves particularly valuable in hazardous

situations where it becomes necessary to locate individuals inside a building. As

long as the VLC system remains intact and an unobstructed view of the room

is maintained, it becomes possible to identify devices containing people, thereby

aiding firefighters in their rescue efforts.

The rapid development of compact electronic devices integrated with cam-

eras has created a demand for affordable, efficient, and feature-rich camera sys-

tems. Consequently, various types of cameras, including Closed-circuit televi-

sion (CCTV), drone cams, and car dashcams, are being deployed. Furthermore,

these cameras can be enhanced to provide communication capabilities through

minor software modifications (Ali et al. 2021).

VLC systems can also be seamlessly integrated into traffic lights and vehicle

dashboards, presenting an opportunity to transmit real-time traffic information

directly to vehicle drivers. This integration enhances the functionality of traffic

lights, similar to highway signs that warn drivers about forthcoming traffic con-

ditions, with the distinction that VLC transmits traffic information directly to

screens inside vehicles. This incorporation of VLC into traffic lights significantly

improves the efficiency and convenience of the overall traffic system. Figure 1.2

provides a comprehensive overview of the diverse applications encompassed by

VLC.
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Figure 1.2: VLC Applications Summary (Saadi and Wuttisittikulkij 2019)

1.6 Motivation

The continuous rise in network-connected devices indicates a clear trajectory to-

wards an even greater number of interconnected devices in the near future. How-

ever, this upward trend presents notable challenges for the existing spectrum,

which is already grappling with congestion, leading to a surge in cross-talks and

interference. Furthermore, the introduction of bandwidth-intensive applications

such as streaming platforms and the metaverse further exacerbates the demand

for higher bandwidth capacities.

Conversely, the implications of overexposure to high-density RF signals on

human health remain a subject of debate. As researchers delve into the potential

effects of prolonged exposure to such signals, the quest for a solution becomes

imperative. Leveraging the inherent properties of light stands as the primary

motivation driving this endeavor, as it holds the potential to address these issues

effectively. By capitalizing on the unique characteristics of light, an alternative

approach can be devised to mitigate the challenges posed by RF signals, thereby

ensuring a more robust and health-conscious communication environment.
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1.7 Problem Statement

To design and develop an Efficient Modulation Technique for Visible Light Com-

munication in Indoor Environment with respect to Data Rate, Error Rate, and

Distance for IoT Applications.

1.8 Research Objectives

• To design and develop an efficient Photodiode based Visible Light Commu-

nication Prototype and Modulation Technique

– Publications based on Objective 1

1. S. Salvi and V. Geetha, “Design and Implementation of a Lowcost

Testbed for LiFi Modulation Techniques and Experimental Evalua-

tion using Matlab Simulation” ISBM ICT4SD Bangkok 2023 [Sco-

pus] (Submitted)

2. S. Salvi and V. Geetha, “From Light to Li-Fi: Research Chal-

lenges in Modulation, MIMO, Deployment Strategies and Han-

dover,” 2019 International Conference on Data Science and En-

gineering (ICDSE), Patna, India, 2019,

doi: 10.1109/ICDSE47409.2019.8971475 [Scopus]

• To design and develop efficient Optical Camera Communication Prototype

and Modulation Technique

– Publications based on Objective 2

1. S. Salvi and V. Geetha, “An Optical Camera Communication using

Hybrid Frequency Shift and Pulse Width Modulation Technique for

Li-Fi” MDPI Computation Volume 10 Issue 7, Page No. 110;

https://doi.org/10.3390/computation10070110 [Scopus, ESCI]

2. S. Salvi and V. Geetha, “A Nested Texture Inspired Novel Image

Pattern Based Optical Camera Communication”, in IEEE Access,

vol. 10, pp. 109056-109067, 2022, doi: 10.1109/ACCESS.2022.3213701.

[Scopus, SCIE]

3. S. Salvi and V. Geetha, “Quantum Chromodynamics Inspired Opti-

cal Camera Communication for User-Centric MIMO” Special Issue
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on Optical Camera Communication, MDPI Applied Sciences, Vol-

ume 12(20), 10204; https://doi.org/10.3390/app122010204 [Sco-

pus, SCIE]

• To design and develop efficient Visible Light Communication based technique

with respect to Data Rate, Error Rate, and Distance for IoT Applications

– Publications based on Objective 3

1. S. Salvi, V. Geetha and S. Sowmya Kamath, “Jamura: A Con-

versational Smart Home Assistant Built on Telegram and Google

Dialogflow,” TENCON 2019 - 2019 IEEE Region 10 Conference

(TENCON), Kochi, India, 2019, pp. 1564-1571.

doi: 10.1109/TENCON.2019.8929316 [Scopus]

2. S. Salvi, V. Geetha, H. Maru, N. Kumar and R. Ahmed, “An Im-

age Transmission Technique using Low-Cost Li-Fi Testbed,” 2021

2nd International Conference on Secure Cyber Computing and

Communications (ICSCCC), 2021, pp. 114-119, doi: 10.1109/IC-
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1.9 Framework for Modulation Techniques for

VLC in Indoor Environment IoT Applica-

tions

The proposed framework for VLC modulation techniques in indoor IoT applica-

tions, as shown in Figure 1.3, encompasses a transmitter and receiver for VLC with

integrated modulation techniques. The transmitter generates data and selects the

appropriate modulation technique, while the receiver utilizes a photodiode for

VLC or a camera for OCC.

The VLC modulator path embodies a series of essential components and tech-

niques that synergistically manipulate the properties of light for efficient data

transmission. An LED driver assumes control over the LED, while a repertoire

of techniques refines and modulates the transmitted light to encode the data.

Through the medium of free space, the modulated light propagates, and its in-

tensities are discerned by a photodiode at the receiver end. The application of

thresholding algorithms aids in the seamless demodulation and reconstruction of

the original data. To further exemplify the versatility of the proposed frame-

work, an image transmission application has been implemented, showcasing the

successful integration of VLC into a low-cost testbed setup.

The OCC modulator path, an integral part of the comprehensive framework,

presents a diverse range of techniques catering to specific requirements. Prominent

techniques such as Binary Hierarchical Image Pattern Classification (BHIPC),

Quick Response (QR)-Code-OCC, and Aztec-Code-OCC effectively exploit the

shared hardware setup to facilitate data transmission. The ingenious employ-

ment of the rolling shutter effect in the Hybrid Frequency Shift Pulse Duration

Modulation (HFSPDM) technique, coupled with an LED driver, maximizes the

capabilities of the camera in transmitting data. Additionally, OCC techniques

based on an 8x8 LED pattern contribute to the diversity of transmission options.

Notably, the HFSPDM setup extends its functionalities to include beacon signal

transmission, enabling precise indoor positioning. In industrial IoT applications,

the adoption of QR-code and Aztec-code-based OCC systems facilitates seamless

sensor data transmission. Furthermore, the Quantum Chromodynamics (QCD)-

OCC technique has been proposed, implemented, and meticulously evaluated,

underscoring its potential for future applications within the framework.
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Figure 1.3: A Proposed Framework for Modulation Techniques for VLC in Indoor Environment IoT Applications
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1.10 Organization of the Thesis

Thesis Organization
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Figure 1.4: Thesis Organization

The remainder of the thesis is organized as follows. Chapter 2 reviews the

related work on visible light communication. It also highlights various challenges

and issues pertaining to modulation techniques, channel model, receiver design,

and MIMO. It provides a detailed summary of various existing modulation tech-

niques, access point deployment strategies, and handover strategies. Based on the
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outcome of the literature survey, the problem statement and research objectives

are defined.

Chapter 3 describes the proposed low-cost VLC testbed. It provides a de-

tailed explanation of the implementation of the proposed testbed. It also explains

the channel model simulation for VLC. The performance of standard modulation

techniques implemented on the testbed is also evaluated with the simulated chan-

nel model. The testbed is further used to build and evaluate the proposed image

transmission technique using VLC.

Chapter 4 focuses on the implementation of a rolling shutter-based optical

camera communication technique using the proposed hybrid frequency shift pulse

duration modulation. The implemented OCC testbed is also used for implement-

ing existing modulation techniques to evaluate the performance of the proposed

modulation technique. The chapter also highlights the proposed Indoor Position-

ing System (IPS) using implemented testbed.

Chapter 5 focuses on increasing the robustness of previously implemented mod-

ulation techniques by using 2 Dimensional (2D) pattern designs. The chapter

highlights the proposed nested pattern based OCC and provides a comparison

with other pattern-based communication techniques. The chapter also provides

details on the two IoT applications built using the proposed testbed.

Chapter 6 describes the proposed novel Quantum Chromodynamics inspired

OCC. The proposed technique provides the capability to address multiple users

simultaneously with multiple parallel channel streams. The performance of the

proposed technique is also compared with existing techniques.

Finally, Chapter 7 summarizes the contributions of the research work and

highlights the possible future directions in enhancing the performance of VLC

and OCC.

1.11 Summary

The chapter introduces visible light communication as a complementary technol-

ogy to mitigate RF spectrum saturation problem. It also highlights the brief

history of light-based communication and provides a basic understanding of the

working principle. The basic architecture of a generic VLC system is described

to introduce various components involved. Current standards and applications of

the VLC technology is also highlighted in this chapter. Finally, the motivation

behind this research work is discussed along with the outline of the thesis. The

next chapter provides details on the existing literature.
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Literature Survey

Recently, there has been an observed increase in the number of internet-connected

devices. Various new technologies and methods are emerging, especially those

that utilize light to provide high-speed communication and efficient utilization

of available bandwidth. This is because light communication is faster than any

other wired or wireless communication. One such technology, a smaller division of

Optical Wireless Communication (OWC) known as Visible Light Communication

(VLC), is being strongly considered for integration into 5G technology. Light-

Emitting Diodes (LEDs), traditionally used solely for illumination purposes, can

also be used for communication under VLC. This increases spectral usage and

provides opportunities to explore and innovate various navigation, positioning,

and data communication applications in both indoor and outdoor scenarios.

Figure 2.1: Basic LiFi Architecture

As VLC is a form of wireless communication, its underlying backbone architec-

ture remains the same with significant modifications concerning the access points

and receiver designs. VLC systems are a simple form of communication typically

13
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used for broadcasting information. Traditionally, a light fixture is mounted on

the ceiling, which serves as the transmitter, while non-illuminating devices are

placed under the ceiling as receivers facing toward the transmitter. However,

bidirectional communication can be achieved by using VLC for data downlink

and Infrared (IR) communication for data uplink. This type of system is called

“Li-Fi,” a term coined by Prof. Harald Haas for Light Fidelity (Haas et al. 2016).

Figure 2.1 shows the underlying architecture of a Li-Fi system which consists

of backbone internet, LED driver, IR-Rx, LED lamp, photo-sensor, IR-Tx, ampli-

fication and processing unit, and any connecting device such as laptop, desktop

or mobile. Here, the light fixture is capable of sending and receiving data using

LEDs and IR, respectively. Such a light fixture is called Li-Fi access point. An

LED driver is used to convert back-end network data to corresponding light pulses

by incorporating suitable modulation and encoding scheme. Photodiodes, image

sensors, and/or cameras are used as receivers with respective demodulation and

decoding scheme to reproduce data. Existing LEDs are commonly used only for

illumination, however, to support communication, it has to overcome several re-

search challenges. These challenges majorly include the adoption of existing RF

modulation schemes for Li-Fi limited IM/DD scheme while maintaining illumina-

tion standards.

Current Issues and
Challenges in VLC

(Section 2.1)

Transmitter and
Receiver

Modulation and
Demodulation
(Section 2.2)

Backhaul Network

Cell Design and
Deployment
(Section 2.4)

Handover Strategies
(Section 2.5)

MIMO
(Section 2.3)

Figure 2.2: Literature Survey Orgaanization

The major challenges in VLC are with respect to modulation and demodulation

to increase data rate and in developing scalable communication systems. Based

on this literature survey is conducted with respect to TransmitterReciever and

Backhaul Networks. The areas considered for further study are shown in Figure

2.2.
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2.1 Current Issues and Challenges

LEDs are the most suitable candidates for implementation of Li-Fi system mainly

due to its fast response time, long operational lifetime, and low cost (Haruyama

2013). However, it also imposes a few limitations. This section provides a brief

insight into various issues and challenges faced while building a Li-Fi system.

Table.2.1 highlights the literature on issues and challenges in VLC.

2.1.1 Transmitter (Tx) and Modulation Technique:

The current commercial Li-Fi communication (Lifi-Lighting 2017) (Purelifi 2016)

can offer a maximum working distance range of 1 to 50 meters. However, since

Li-Fi is inherently Line-of-Sight (LoS) communication, this distance is significantly

less compared to the radio frequency counterpart. Also, the achievable data rates

by using Li-Fi is limited to a few Mbps. However, active research is going on

in this field to improve data rates by using different materials and techniques on

LED and photo-sensors. By using a modulation scheme that has high Spectral

Efficiency (SE) and bandwidth, high-speed communication can be achieved even

in Li-Fi (Omura et al. 2018). By using tri-chromatic LEDs instead of phosphores-

cent LEDs has shown improvement in throughput by a factor of three (Ahn and

Kwon 2012). Figure 2.3, shows basic building blocks of Wavelength Division Mul-

tiplexing (WDM) which provides better spectral efficiency by using multi-color

LEDs over phosphorescent LEDs. It consists of a modulator, signal generator,

LEDs, color filters, photodiodes, oscilloscope, and demodulator. In this system,

the symbol to be transmitted is encoded and modulated using a modulator, which

is then mapped to a specific colored LED. Using a signal generator, the specific

LED will be controlled. This allows the simultaneous operation of three trans-

mitters allowing three channels for sending data. On the receiver side, by using

chromatic filters, light intensity across each channel will be gathered, and data is

reconstructed by demodulation.
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Table 2.1: Literature Survey on Issues and Challenges in VLC

Paper Methodology Related Parameters

Haruyama (2013) LED suitability for Li-Fi system
Fast response time,

long operational lifetime, low cost
Lifi-Lighting (2017),

Purelifi (2016)
Commercial Li-Fi communication

Maximum working distance
range: 1-50 meters cost

Omura et al. (2018) Modulation scheme for high-speed Li-Fi
High spectral efficiency,

high bandwidth
Ahn and Kwon (2012) Use of tri-chromatic LEDs Improvement in throughput
Sarbazi et al. (2014),

Li et al. (2022)
Study of CIR for NLoS communication

Delays between direct/reflected rays,
impact of room characteristics

Kharraz and Forsyth (2013) Comparison of photodiodes
Avalanche photodiodes for Li-Fi

communication

Singh et al. (2015b) Selection of receiver devices
Photodiodes for stationary receivers,
image sensors for mobile receivers

Albraheem et al. (2018) Trade-off between speed and complexity Use of photodiodes or image sensors

Zeng et al. (2009)
Challenges of applying

traditional RF MIMO techniques
Intelligent transmitter deployment-based

modulation schemes

Wang and Haas (2015) Optimization of cross-layer parameters
Two-tier buffer structure, data rates

improvement
Galati and Greenhalgh (2010) User mobility modeling User movement in shopping mall scenarios

Garg and Parikh (2017) Impact of receiver orientation Data rate affected by Li-Fi receiver orientation
Dehghani Soltani et al. (2019),

Purwita et al. (2018)
Evaluation of performance metrics

Bit error rate, signal-to-noise
ratio based on device orientation

Soltani et al. (2019) Orientation-based random waypoint model
Handover rate assessment under

realistic scenarios
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Figure 2.3: OFDM Based WDM-MIMO VLC System (Omura et al. 2018)

2.1.2 Optical Wireless Indoor Communication Channel

The Li-Fi communication system is restricted to LoS type of communication, and

any misalignment results in drastic degradation of the performance. However, the

shadowing effect caused by blocking the direct ray path between the transmitter

and photo-sensor can be used for the reconstruction of data using Non Line-of-

Sight (NLoS) communication channels. In Sarbazi et al. (2014); Li et al. (2022),

Channel Impulse Response (CIR) is obtained by studying delays between direct

/reflected rays, which is affected by wall pain material, furniture, and the size of

the room. Obtained CIR can be used for recalibrating the receiver to work in

NLoS communication channel.

2.1.3 Receiver Device and its Properties

The pattern of change in light intensities is detected using photosensors at the

receiver side. These photosensors could be image sensors or photodiodes. The

photodiode converts detected light intensity into photo-current. By comparing

the performance of various photodiodes, it was found that avalanche photodiodes

can be used for Li-Fi communication due to their smaller size, low cost, and faster

response time (Kharraz and Forsyth 2013). However, due to interference from

sunlight and other light fixture, the performance of Li-Fi system may get compro-

mised. Thus, by using specific filters and selecting the proper receiver design, the

effects of interference can be reduced significantly. It was observed that photodi-

odes for stationary receivers and image sensors for mobile receivers are well suited

in Li-Fi communication system (Singh et al. 2015b). Image sensors can provide

faster data rates by using the rolling shutter effect. However, Li-Fi using image

sensors is resource inefficient because it requires more complex computation and

power compared to photodiodes. Thus, a suitable trade-off between the speed and

complexity should be considered while using photodiodes or camera (Albraheem

et al. 2018).



CHAPTER 2 18

2.1.4 MIMO Optical Wireless Communications

Applying traditional RF MIMO techniques for Li-Fi has a major challenge due to

the design limitation of narrow beam-width at receivers. It degrades the commu-

nication quality even with slight misalignment. Therefore, efficient receivers and

intelligent transmitter deployment-based modulation schemes to support MIMO

is a potential research area (Zeng et al. 2009).

2.1.5 Cross-layer load Balancing

As the network traffic has to be converted either from Li-Fi to RF or vice-versa

suitable load balancing should be created. A central unit design of load balancing

by using the two-tier buffer structure requires the optimization of cross-layer (MAC

layer and Physical Layer) parameters. Efficient cross-layer load balancing will

improve the performance in terms of data rates (Wang and Haas 2015).

2.1.6 User Movement Modelling

While designing Li-Fi network, user movement and device orientation should be

considered and modeled to study and provide seamless connectivity. The random

waypoint model is popularly used to simulate user mobility, however, it is impracti-

cal in real scenarios. Users in a shopping mall have a different moving performance

from those in the office scenarios (Galati and Greenhalgh 2010). In addition, the

random orientations of Li-Fi receiver will affect the user data rate, which should

be carefully modeled (Garg and Parikh 2017). In Dehghani Soltani et al. (2019)

and Purwita et al. (2018), performance metrics such as Bit-Error-Ratio (BER)

and Signal-to-Noise-Ratio (SNR) are evaluated based on the characterization of

device orientation. An Orientation-based Random Waypoint (ORWP) (Soltani

et al. 2019) mobility model was specifically modeled for Li-Fi mobile devices and

it is assessed based on the handover rate under realistic scenarios.

2.1.7 Illumination Requirements

An ideal Li-Fi system must have provision for supporting various dimming levels.

There are two techniques that can be used to achieve dimming in indoor Li-Fi

systems either by Continuous Current Reduction (CCR) or by Pulse Width Mod-

ulation (PWM) (Roberts et al. 2011). In CCR, the ‘on/off’ levels of the LED

are redefined based on the selected dimming level and maintain the same data
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rate. However, it was studied that it not only affects the reliability of communica-

tion at low dimming levels but also the color rendering property of LED becomes

non-linear and unpredictable under continuous low power (Zafar et al. 2015). In

PWM based dimming, additional ‘on/off’ pulses are inserted according to desired

dimming level. More ‘off’ pulses provide dimmer light and more ‘on’ pulses pro-

vide brighter light. It is considered that the frequency of combined pulses for

transmission of a symbol is higher than Flicker Free Frequency (FFF). As studied

in papers by Pathak et al. (2015) and Jovicic et al. (2013) 50% dimming level

provides maximum data rate, further decreasing or increasing the brightness of

the LED results in a decrease in data rate. Thus, it shows that communication

efficiency with PWM based dimming in Li-Fi is a triangular function with peak

performance at 50% brightness. It also suggests that the modulation scheme to

be used should have an equal distribution of bits to avoid flickering.

2.2 Modulation Techniques

At the core of any communication technique is the usage of different properties

of the concerned medium. These properties are modulated and demodulated to

send information across the channel. This section discusses modulation techniques

used in Li-Fi/VLC, some of which are adapted from their RF counterparts and

some unique to their nature. The modulation techniques under Li-Fi are classified

as Single Carrier Modulation (SCM), Multicarrier Modulation (MCM), and Li-Fi

Specific Color-based Modulation.

2.2.1 Single Carrier Modulation (SCM)

In SCM the information is transmitted using a single channel. Widely used SCM

schemes for Li-Fi/VLC include OOK, Pulse Position Modulation (PPM) and Pulse

Amplitude Modulation (PAM). Table.2.2 highlights the literature on single carrier

modulations in VLC.

2.2.1.1 On-Off Keying (OOK)

In OOK, for transmitting data bits, the LED is switched ‘on’ and ‘off’ for bits

1 and 0 respectively. In some variations of OOK, the LED is dimmed instead of

completely turning it ‘off’. Generally, the level of minimum light intensity that can

be detected is determined by the sensitivity of the photosensor. Thus, if sensitivity

is high, the minimum light intensity can be closer to the full brightness of the LED.
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Figure 2.4: Various Pulse Position Modulation Techniques (Lee and Park 2011)

It also gives a better wider range of Peak Amplitude to Power Ratio (PAPR) and

thus supports various dimming levels. Although it is easy to implement the major

issue is with the limited bandwidth as the response time of white LED is slow.

The proposed Non Return to Zero (NRZ)-OOK modulation in S et al. (2007)

demonstrated a 10Mbps VLC link using white LEDs and P-I-N photodiode. Based

on the same premise, further improvements in the performance were achieved by

using a blue filter and a combination of a blue filter with analog equalization to gain

bandwidth of 40 Mbps and 125 Mbps respectively (Vucic et al. 2009). However,

by using Avalanche photodiode at the receiver side, better performance in terms

of bandwidth, i.e., 230 Mbps was achieved. It was due to the high sensitivity and

fast response time offered by avalanche photodiode (Kharraz and Forsyth 2013).

It was also observed that using red-green-blue (RGB) LED for modulation at the

transmitter and Avalanche photodiode at receiver bandwidth of up to 477 Mbps

is achievable (Fujimoto and Mochizuki 2013).

2.2.1.2 Pulse Position Modulation (PPM)

In PPM, symbol duration is kept constant and divided into a certain number of

slots. Figure 2.4 represents various pulse modulation techniques. The symbol is

decoded depending on the presence of a pulse in a particular slot. Although PPM

is more power efficient compared to OOK, the bandwidth consumed is higher to

provide the same data rates. Thus, due to limitations of lower data rates and

SE, several other modifications have been suggested over time. The proposed

Differential PPM (DPPM) by Tsonev et al. (2014) provides improved power and
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SE gains; however, due to the unequal distribution of power for different symbols,

considerable flickering was observed affecting the illumination performance. An

improvement over DPPM was proposed by Sevincer et al. (2013) by adding a

layer of bit encoding to ascertain even distribution of duty cycle across various

symbols. Although it solves the flickering problem, the attainable data rate was

lesser compared to DPPM.

An alternative method to implement VPPM by Rajagopal et al. (2012) showed

better data rate and support for dimming by using PWM methods for dimming.

Due to these advantages of VPPM, it is considered one of the standard modula-

tions for VLC (IEEE 2018). In Lee and Park (2011) Multiple PPM was compared

with VPPM to observe that Multiple PPM (MPPM) achieves better spectral ef-

ficiency in comparison with VPPM. Other PPM methods such as Overlapping

PPM (OPPM) (Gancarz et al. 2015) and Multipulse PPM (M-PPM) (Siddique

and Tahir 2014) allowed transmission of symbols at higher data rate due to the

inclusion of multiple pulse levels and a group of pulses respectively. The combina-

tion of best of OPPM and MPPM was also considered called Overlapped-MPPM

(Ohtsuki et al. 1993) which performed better compared to MPPM in terms of

spectral efficiency under the specific condition of fewer pulse slots and more pulse

per symbol duration. Another particular modulation scheme named Trellis-Coded

Overlapped MPPM (OMPPM) (Long et al. 2017) was explicitly used to combat

the error rate.

If the symbol is transmitted using the amplitude of the pulse, it is called PAM

which provides higher spectral efficiency. A combination of PAM and VPPM

was proposed by Yi and Lee (2014), which on comparison with other dimmable

modulation schemes like OPPM, VPPM, and Return to Zero (RZ)-OOK was

found to provide better bandwidth efficiency at the cost of more power. Another

variation proposed by Zeng et al. (2015) provided and more power-efficient model.

Under the controlled environment proposed in Li et al. (2016a) and Lu et al.

(2017) 40 Gbps and 56 Gbps data, the rate was achieved by using M-ary variation

of PAM (Nishikawa 1973). It was also studied that by converting Multicarrier

Orthogonal Frequency Division Multiplexing (OFDM) to SCM by using Discrete

Fourier Transform (DFT) and Inverse Fast Fourier Transform (IFFT), (Shi et al.

2016) and (Li et al. 2019) non-linearity tolerance is improved at the receiver.
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Table 2.2: Literature Survey on Single Carrier Modulation

Paper Methodology Related Parameters
S et al. (2007),

Vucic et al. (2009),
Kharraz and Forsyth (2013),

Fujimoto and Mochizuki (2013)

On-Off Keying (OOK)
Data rate: 10 Mbps, 40 Mbps,
125 Mbps, 230 Mbps, 477 Mbps

Tsonev et al. (2014) Differential Pulse Position Modulation (DPPM) Improved power and spectral efficiency

Sevincer et al. (2013) Enhanced DPPM (DPPM+)
Even distribution of duty cycle across

symbols, reduced flickering
Rajagopal et al. (2012) Variable Pulse Position Modulation (VPPM) Support for dimming, higher data rates
Lee and Park (2011) Multiple Pulse Position Modulation (MPPM) Better spectral efficiency
Gancarz et al. (2015) Overlapping Pulse Position Modulation (OPPM) Higher data rates with multiple pulse levels

Siddique and Tahir (2014) M-ary Pulse Position Modulation (M-PPM) Higher data rates with a group of pulses

Ohtsuki et al. (1993)
Overlapped M-ary Pulse

Position Modulation (OMPPM)
Better spectral efficiency

Long et al. (2017)
Trellis-Coded Offset M-ary Pulse
Position Modulation (OMPPM)

Error rate reduction

Yi and Lee (2014),
Zeng et al. (2015)

Pulse Amplitude Modulation (PAM)
Higher spectral efficiency, power
efficiency, bandwidth efficiency

Li et al. (2016a),
Lu et al. (2017)

M-ary PAM Data rates: 40 Gbps, 56 Gbps

Shi et al. (2016),
Li et al. (2019)

Conversion of Multicarrier OFDM to SCM
Improved non-linearity
tolerance at the receiver
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Figure 2.5: 8-QAM Signal 4 Phases 2 Amplitudes (David Quilindo-Méndez et al.
2020)

2.2.2 Multi-carrier Modulation (MCM)

SCM techniques requires intricate equalization methods at faster data rates (Zhang

et al. 2012). On the other hand, MCM techniques such as OFDM can be applied in

IM/DD domain by adding a computationally efficient single tap equalizer. Here,

OFDM transmitter first modulates incoming bits into modulation format such

as M-ary QAM (M-QAM). Table.2.3 and Table.2.4 highlights the literature on

multiple carrier modulations in VLC.

Figure 2.5, shows 8-Quadrature Amplitude Modulation (QAM) signal with

two Amplitudes and four Phases. The M-QAM (David Quilindo-Méndez et al.

2020) modulated bits are then loaded over orthogonal sub-carriers and by using

Inverse Fast Fourier Transform multiple symbols are then multiplexed into the

time domain. However, as the output of OFDM is bipolar and complex, it cannot

be directly applied to the IM/DD system. Hence, these signals are first converted

into unipolar real values by using the Hermitian Symmetry property. Depending

on the methods used for exploiting this property few variants with their advantages

and disadvantages are as follows:

2.2.2.1 DC-baised Optical-OFDM (DCO-OFDM)

An addition of Direct Current (DC) bias to the real part of the bipolar OFDM

signal offers better BER and SE (Zhang and Zhang 2014). However, high PAPR

of OFDM Signal results in clipping distortion leading to undesirable electrical and

optical spikes.
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Table 2.3: Literature Survey on Multicarrier Modulation (Part 1)

Paper Methodology Related Parameters

Zhang et al. (2012)
Multi-carrier Modulation

(MCM)
SCM techniques require intricate equalization

methods at faster data rates.

David Quilindo-Méndez et al. (2020) M-QAM Modulation
Modulated bits are loaded over orthogonal
sub-carriers and multiplexed into the time

domain using Inverse Fast Fourier Transform.

Zhang and Zhang (2014) DCO-OFDM
Addition of DC bias to the real part of the bipolar

OFDM signal offers better BER and SE.

Vappangi and Mani (2019) DST-OFDM
Provides computationally efficient signal

transmission without the need to comply with
Hermitian symmetry criteria.

Namei Yin et al. (2017) ACO-OFDM

Only odd sub-carriers of the original OFDM
frame are used for information transmission,
allowing negative samples to pass through

without distortion.

Chen et al. (2017) ADO-OFDM
Combination of ACO-OFDM and DCO-OFDM,
utilizing both even and odd sub-carriers for data

transmission.

Lee et al. (2009) PAM-DMT
Similar to ACO-OFDM but uses all sub-carriers
of OFDM, providing better spectral efficiency.

Ghassemlooy et al. (2017) OFDM-PTM
Converts bipolar OFDM signal into digital PCM
formats (PWM, PPM, DPIM) for improved BER.
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Table 2.4: Literature Survey on Multicarrier Modulation (Part 2)

Paper Methodology Related Parameters

Taherkhani and Kiasaleh (2018) Reed Solomon-OFDM
Uses Reed Solomon encoding to filter redundant
parts that cross the clipping range and recreate

data at the receiver.

Wang et al. (2015) Layered ACO-OFDM
Multiple ACO-OFDM signals are mapped to
different layers of the time-divided input data

signal.

Islam and Mondal (2019) HDAP-OFDM
Combination of DCO-OFDM, ACO-OFDM,

and PAM-DMT for power efficiency.

Tsonev et al. (2012); Zhou and Zhang (2018) U-OFDM
Applies Hermitian symmetry over the input signal

of M-QAM symbols and unfolds it into two
time-domain frames.

Lian et al. (2019) VPW-OFDM
Uses variable width pulses to convey the magnitude
and phase information based on clipping distortion

and noise.

Lian and Brandt-Pearce (2018),
Lian and Brandt-Pearce (2019)

CEO-OFDM
Clipped information due to peak power constraint
is transmitted via extra time slots or multiple slots

for reduced clipping distortion.
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Figure 2.6: DST-based DCO-OFDM/ACO-OFDM system model for VLC. (a)
The transmitter of DST-DCO/ACO-OFDM system for VLC. (b) The receiver of
DST-DCO/ACO-OFDM system for VLC (Vappangi and Mani 2019)

2.2.2.2 Asymmetrically Clipped Optical-OFDM (ACO-OFDM)

In ACO-OFDM (Namei Yin et al. 2017), even sub-carriers of the original OFDM

frame is skipped and information is added only to the odd sub-carrier. This creates

symmetry allowing negative samples to pass through without any distortion. How-

ever, this reduces the available bandwidth by half as compared to DCO-OFDM.

2.2.2.3 Asymmetrically Clipped DC biased Optical OFDM (ADO-OFDM)

Combination of the best of ACO-OFDM and DCO-OFDM is considered in ADO-OFDM

(Chen et al. 2017). It applies DCO-OFDM on the even sub-carriers and odd sub-

carriers are modulated by using ACO-OFDM. This provides utilization of even

as well as odd sub-carriers for data transmission. ADO-OFDM provides better

power efficiency compared to DCO-OFDM and better bandwidth compared to

ACO-OFDM at the cost of increased computational complexity.
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2.2.2.4 PAM-Discrete Multitone (PAM-DMT)

PAM-DMT proposed by Lee et al. (2009) is similar to ACO-OFDM in terms of

transmission of the positive part of Discrete Multitone (DMT) and asymmetric

clipping at zero. However, it provides better spectral efficiency as it uses all the

sub-carriers of OFDM. It was also observed that the detection performance at the

receiver could be improved by exploiting the nonlinear distortions of PAM-DMT

(Vasconcelos et al. 2014). The authors in Islim et al. (2015) proposed a modulation

technique which overlaps multiple unipolar streams of PAM-DMT. In Hybrid

ACO-OFDM (Wang et al. 2018a), PAM-DMT is used for transmission of data

on the even sub-carriers and ACO-OFDM is transmitted on the odd sub-carriers.

In PAM-based hybrid optical OFDM(PHO-OFDM) (Zhang et al. 2018) a hybrid

high order QAM is used to replace 1-dimensional PAM in order to compensate for

data capacity of PAM-DMT providing better BER at the cost of reduced PAPR.

In Ghassemlooy et al. (2017) a hybrid OFDM-Pulse Time Modulation (PTM)

scheme is proposed, where a bipolar Optical OFDM signal is converted into digi-

tal Pulse Coded Modulation (PCM) formats (PWM, PPM, Digital Pulse Interval

Modulation(DPIM)). It is done by generating a PWM signal of varying width

or PPM signal corresponding to input discrete OFDM sample. It showed im-

proved BER compared to ACO-OFDM. In Reed Solomon-OFDM (Taherkhani

and Kiasaleh 2018) after encoding data using RS codeword, the redundant part

which crosses the clipping range is filtered and the redundancy left is used at the

receiver to recreate data. In layered ACO-OFDM (Wang et al. 2015), multiple

ACO-OFDM signals are mapped to different layers of the time-divided input data

signal. It was observed that Layered ACO-OFDM (LACO-OFDM) gives better

performance in terms of SNR for two-layer compared to more layers.

Hybrid DC-biased asymmetrically-clipped PAM OFDM (HDAP-OFDM) (Is-

lam and Mondal 2019) and discrete sine transform-based OFDM (DST-OFDM)

(Vappangi and Mani 2019) were proposed to achieve power efficiency. HDAP-OFDM

is a combination of three OFDM formats (DCO-OFDM, ACO-OFDM, PAM-DMT).

It uses higher order sub-carriers to carry ACO-OFDM on the odd-index, PAM-DMT

on the event, and DCO-OFDM on remaining lower order sub-carriers. DST-OFDM

provides computationally efficient signal transmission as real-valued signals are

achieved without the need to comply with Hermitian symmetry criteria. Figure

2.6, shows the basic architecture of DST-OFDM modulation. It can be used with

the DCO-OFDM or ACO-OFDM technique.
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2.2.2.5 Unipolar OFDM (U-OFDM)

The U-OFDM (Tsonev et al. 2012; Zhou and Zhang 2018) applies Hermitian sym-

metry over the input signal of M-QAM symbols. The bipolar signal thus obtained

is unfolded into two time-domain frames. The first frame represents positive val-

ues, and the second represents the negative value from the original bipolar signal.

DC biasing is not needed as the resultant signal consists of only non-negative val-

ues. At the receiver side, the subtraction of the second frame from the first one

results in the reconstruction of the original bipolar signal. However, since it uses

two frames for conveying the same amount of data as in conventional DCO-OFDM,

its bandwidth is half that of DCO-OFDM.

In an improvement over U-OFDM, a variable pulse width-U-OFDM (Lian et al.

2019) was proposed. It uses variable width pulses for conveying magnitude and

phase information which are adjusted based on clipping distortion and noise.

Figure 2.7(a) and 2.7(b), shows examples of two different pulse width signals.

The width of the magnitude component of pulse in 2.7(b) is wider than that in

2.7(a). The OFDM symbol duration can be calculated as Ts=N(Tm + Tp) .

In Figure 2.7(a), the signals exceeding the maximum transmitted power must be

hard clipped for the magnitude part. However, as the phase part is normalized

and limited between 0 to Pmax, there is no clipping distortion while transmitting

the phase component.

Figure 2.7: An illustration of VPW-OFDM (Lian et al. 2019)
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Figure 2.8: A block diagram of VPW-OFDM Receiver (Lian et al. 2019)

The received optical signal is converted into an electrical signal and matched

filters with pulse widths Tm and Tp are used to detect the magnitude and phase

components respectively as shown in Figure 2.8. After sampling and conversion

from polar to Cartesian, serial data is converted to parallel and passed to Fast

Fourier Transform (FFT) followed by M-QAM decoder. However, the required

bandwidth is more, and it underperforms severely in low bandwidth conditions.

In another U-OFDM based modulation technique, the clipped information due

to peak power constraint is transmitted via extra time slots. This (Lian and

Brandt-Pearce 2018) achieves better SNR at the cost of bandwidth. An improve-

ment over Clipping-enhanced Optical OFDM (CEO-OFDM) was proposed in the

form of L-slot CEO-OFDM (Lian and Brandt-Pearce 2019) as illustrated in Figure

2.9 where Pmax is peak transmitted power constraint. Figure 2.9(a) shows an

illustration of a bipolar real OFDM signal which uses Hermitian symmetry. Fig-

ure 2.9(b) shows one-slot CEO-OFDM signal, in which positive, negative, and its

respective clipped parts are transmitted in time slots 1,2, and three, respectively.

It reduces clipping distortion while retaining important information. However, for

a higher modulation index, the third time slot can also experience clipping. Thus

by generalizing the idea for L-slots, the effects of clipping distortion can reduce

by delaying the slot containing clipped signals. As shown in figure 2.9(c) where

L is several slots. It was observed that L-slot CEO-OFDM techniques provide

better BER at higher data rates and better support for dimming compared to

ACO-OFDM and DCO-OFDM.
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Figure 2.9: Principle of multi-slot CEO-OFDM. (a) bipolar OFDM signal, (b)
One-slot CEO-OFDM signal, (c) L-CEO-OFDM signal (Lian and Brandt-Pearce
2019)

2.2.3 Other Multicarrier Multiplexing

OFDM uses FFT based transformation for providing Multi-Carrier Multiplexing.

Few other transformations such as Hadamard Coded Modulation (HCM), Discrete

Hartley Transformation (DHT), and Spatial Modulation (SM) are also considered

for Li-Fi channels. Table. 2.5 highlights the literature survey on other multicarrier

modulation techniques.

2.2.3.1 HCM

In HCM (Noshad and Brandt-Pearce 2014) fast Walsh-Hadamard transformation

(FWHT) is used as an alternative to traditional FFT used in OFDM. Although

HCM is reported to achieve better performance gains at higher illumination levels

compared to ACO-OFDM and DCO-OFDM, an alternative DC reduced HCM

(Noshad and Brandt-Pearce 2016) was proposed to reduce the power consumption

and support dimming.
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Table 2.5: Literature Survey on Other Multicarrier Modulation

Paper Methodology Related Parameters

Noshad and Brandt-Pearce (2014) HCM

FWHT is used
as an alternative to traditional

FFT used in OFDM. Achieves better
performance gains at higher illumination levels.

Noshad and Brandt-Pearce (2016) DC reduced HCM
DC reduced HCM

proposed to reduce power consumption and support dimming.

Wong et al. (1997) WPDM
Multiple signals encoded into a waveform using
wavelet packet basis functions. Provides channel

capacity improvement and maintains orthogonality.
Huang et al. (2014) WPDM Clipping distortion observed.

Moreolo et al. (2010) DHT
DHT used in multicarrier

IM/DD system. Less computationally
intensive and improves SE compared to ACO-OFDM.

Jeganathan et al. (2008) SM
One light fixture transmits symbols using any
modulation scheme, others provide regular

illumination.
Wang et al. (2018b), SM-LACO-OFDM GenSM technology combined with LACO-OFDM.
Mao et al. (2017),

Rajesh Kumar and Jeyachitra (2017),
Yesilkaya et al. (2017)

LED Index Modulation
Generalized LED Index Modulation
for OFDM-based VLC systems.
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2.2.3.2 Wavelet Packet Division Multiplexing (WPDM)

WPDM (Wong et al. 1997) transmits multiple signals which are encoded into

a waveform using wavelet packet basis functions. It provides channel capacity

improvement compared to Frequency Division Multiplexing (FDM) and Time Di-

vision Multiplexing (TDM) as it allows time and frequency overlapped signals.

Also, it maintains orthogonality of the resultant wave, which can be separated by

using correlator at receiver. However, clipping distortion is observed (Huang et al.

2014).

2.2.3.3 DHT

DHT is one of the Fourier related transforms, which is Discrete version of Hart-

ley Transform. It produces real-valued output for real-valued input, unlike FFT.

By applying this transform, a multicarrier IM/DD system was proposed (Moreolo

et al. 2010). To achieve unipolar output, asymmetrical clipping and DC-biasing

can be applied. As it does not require Hermitian symmetry to be satisfied, it is

computationally less intensive and improves SE compared to ACO-OFDM. How-

ever, since it accepts only real-valued input like multilevel-PAM, the SE is lower

than DCO-OFDM.

2.2.3.4 Spatial Modulation

In traditional SM (Jeganathan et al. 2008) only one light fixture will be transmit-

ting symbols using any underlying modulation scheme at a given instance, while

others will provide regular illumination. The selection of fixture for transmission

would be based on the symbol to be transmitted. At the receiver, side depending

on the direction and received data, the symbol will be decoded. In the Spatially

Modulated version of LACO-OFDM (Wang et al. 2018b) generalized spatial mod-

ulation (GenSM) technology is combined with LACO-OFDM. In Yesilkaya et al.

(2017), Mao et al. (2017) and Rajesh Kumar and Jeyachitra (2017) a generalized

LED Index Modulation for OFDM-based VLC systems is discussed with focus

on minimizing losses incurred due to time and frequency shaping of OFDM. It

integrates location information of single or group (constellation) of LEDs along

with spatial modulation to transmit data to single or multiple users.
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Figure 2.10: International Commission on Illumination CIE 1931 (Wikipedia
2018a)

2.2.4 Color Domain Modulation

Color is one of the unique characteristics of the light which can be exploited for

achieving extra dimension while bit encoding, thus, making color domain modu-

lation techniques specific to OWC. This section highlights a class of modulation

techniques based on chromatic characteristics of LED. Table. 2.6 highlights the

literature survey in color domain modulation.

2.2.4.1 Color Shift Keying

In Li-Fi modulation frequency does not represent carrier frequency, since carrier

frequency is dependent on the LED. All previously mentioned modulation meth-

ods were baseband, which makes it difficult to modulate the carrier frequency of

LEDs. However, the limitation of baseband communication can be overcome by

using the color property of light. In figure 2.10, x and y-axis determine chromatic-

ity of the color. Chromaticity is an objective specification of the quality of a color

regardless of its luminance. Multiple combinations of colors can be used to keep

the overall intensity of output color constant.
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Table 2.6: Literature Survey of Color Domain Modulation

Paper Methodology Related Parameters

Monteiro and Hranilovic (2014)
Color Shift Keying: LEDs transmit

data using different colors. Chromatic
filters detect color on the receiver side.

Symbol mapping optimization for
maximum distance between symbols

and minimum inter-symbol interference

Singh et al. (2014)
Liang et al. (2017)

Symbol mapping optimization for
maximum distance between symbols

and minimum inter-symbol interference

Use of quad-LED for simple
symbol mapping with quadrilateral

constellation shape

Okumura et al. (2018)
PWM-based modulation for

brightness control without changing color
Reduced brightness without

changing color

Ahn and Kwon (2012)
Color Intensity Modulation: Intensity

of the color used as a modulating parameter
Dimming for efficient illumination

Chen et al. (2018)
Combination of Color Shift Keying and

Non-Zero Level-PAM
Power efficiency with freedom

of varied brightness

Bian et al. (2019)
Experimental evaluation of a Li-Fi system

with 15.73 Gb/s data rate and 16.m distance
Use of WDM for higher

spectral efficiency

Atta and Bermak (2018) Modulation using the polarization of light
Dimming support and low data
rate support without flickering

Liu et al. (2022)
Optical Camera Communication (OCC)

system using image sensor and lens
- Communication range up to a

kilometer in outdoor environments

Matus et al. (2021)
OCC for image capturing increases the

communication range in outdoor environments
Use of image processing, long
sampling duration, and lenses
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Figure 2.11: General block diagram for CSK modulation in Li-Fi (Monteiro and
Hranilovic 2014)

As shown in figure 2.11, each color LED transmits the data, and it is controlled

independently depending on the symbol to be transmitted. On the receiver side,

chromatic filters are used before photodiode to detect color, and the respective

signal is demodulated to set of bits (Monteiro and Hranilovic 2014). However,

deciding the constellation for the symbol to be transmitted requires optimization

in which the distance between symbols should be maximum with minimum inter-

symbol interference. This problem was discussed in Singh et al. (2014) and Liang

et al. (2017), possible solution in terms of use of quad-LED was proposed, which

allows simple symbol mapping due to quadrilateral constellation shape. Also, in

order to remove the limitation imposed by amplitude dimming, (Okumura et al.

2018) proposed PWM based modulation, which ensures reduced brightness with-

out a change in color.

2.2.4.2 Color Intensity Modulation (CIM)

In another color-based Modulation intensity of the color is used as a modulating

parameter. CIM (Ahn and Kwon 2012) was proposed to overcome the complex-

ity of CSK to achieve dimming for efficient illumination. A hybrid of CSK and

CIM called Color Intensity Shift Keying (CISK) (Chen et al. 2018) was proposed

which uses CSK and Non-Zero Level-PAM to achieve power efficiency with free-

dom of varied brightness. By maintaining a constant average transmit power, it

relaxes the requirement of constant power constraint for CSK which fulfills the

illumination requirement of non-flickering.

However, due to the cost and complexity involved in Color Domain Modu-

lation concerning the separation of the colors, there is a lack of specific design

standards for receivers compared to OFDM. Hence, this area still has sufficient

scope for designing efficient modulation techniques, which are computationally

less intensive.

In Bian et al. (2019), an experimental evaluation of a Li-Fi system with a 15.73
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Gb/s data rate and 16.m distance was performed. Four low-cost monochromatic

LEDs were selected to modulate four wavelengths in the visible light spectrum.

WDM was used for higher spectral efficiency in addition to OFDM with adaptive

bit loading to provide a higher data rate.

Apart from the modulation techniques discussed in this section, many other

techniques are always under modification. Out of these techniques, one using

the polarization of light as modulation was also proposed in Atta and Bermak

(2018). This method provides dimming support and low data rate support without

flickering as it uses the polarity of light for modulation.

2.2.5 Optical Camera Communication Modulation

VLC system using IS is known according to the standard as OCC which does not

require any hardware changes. A MIMO can be realized by using a IS with a

large array of micro-scale photodiodes in combination with a lens. Additionally,

a camera-based Rx can capture information not only from multiple Txs but also

from digital displays such as liquid crystal display (LCD) and organic LED screens

(Liu et al. 2022).

Furthermore, an OCC image capturing increases the communication range

in outdoor environments up to a kilometer, due to the use of image processing,

long sampling duration, and lenses (Matus et al. 2021). Nevertheless, most OCC

schemes reported in the literature are intended for indoor applications because of

smart-devices availability and a lower intensity of ambient light in indoor environ-

ments.

With regard to the OCC, it is important to note that OCC-based systems

are mainly targeted for a low-rate transmission, due to the reception-sampling

rate, which is determined by the camera frame rate, which is typically in the

range of 30 to 60 frames per second (fps) at a common resolution of 1920× 1080

pixels. However, with current advances made in cameras, for the same resolution,

the frame rate of new smartphone cameras can reach up to 960 fps. Different

from VLC that uses a photodiode to process the received optical intensity, OCC

is based on capturing the source using the IS, i.e., a 2D Rx containing millions

of pixels, and carrying out a significant amount of image processing to acquire

the information. Therefore, the data transmission rate of OCC is mostly limited

to either kilobits per second (Kbps) or megabits per second (Mbps) in contrast

to multi-gigabit per second (Gbps) transmission rates in Photodiode (PD)-based

VLC systems.
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Table 2.7: Literature survey for Optical Camera Communication and MIMO

Paper Methodology Related Parameters

Liu et al. (2022)
Optical Camera Communication

(OCC) system
Communication range up to a

kilometer in outdoor environments

Matus et al. (2021) OCC for image capturing
Use of image processing, long
sampling duration, and lenses

Wang et al. (2017)
Multiple photodiodes for

spatial diversity
Improved spatial diversity due to

NLoS channels

Cespedes and Armada (2018)
Optical adaptive precoding

(OAP) scheme
Enhanced SNR and symbol

interference (S/I)
Fath and Haas (2013) MIMO techniques in Li-Fi Spectral efficiency (SE)
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Figure 2.12: Multiple Photo-diodes for Spatial Diversity to achieve MIMO (Wang
et al. 2017)

2.3 MIMO

In order to efficiently utilize the available Visible Light spectrum multiple LEDs

can be considered as multiple transmitters but due to limited spatial diversity, the

interference would be high. To eliminate this interference suitable MIMO receiver

designs can be considered. The design of such MIMO receiver is a challenge and

issues of the same are discussed in the following section.

2.3.1 MIMO Receiver Design

MIMO receivers can be of two types depending on what component is used at the

receiver, i.e., the Photodiode or image sensor. The performance of the receiver

varies based on the type of sensor and modulation technique used. Photodiode

provides narrow Field-of-View (FoV) thus providing high gain but requires con-

straint alignment and performance degrades drastically with small misalignment.

On the other hand, the image sensor uses an array of photodiodes and has large

FoV which relaxes the alignment requirement. It uses a phenomenon called the

rolling shutter effect to achieve a high data rate. But, individual photodiodes

have low gain and complex image processing needed at the receiver, hence, they

cannot be used for resource-constraint devices. A hybrid of the image sensors and

photodiodes was proposed in Zeng et al. (2009) which had advantages of both

techniques.
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In Wang et al. (2017), a design was proposed as shown in figure 2.12 which

spherically mounted photodiodes, which had improved spatial diversity due to

NLoS channels but at the cost of additional hardware. For efficient utilization

of spatial diversity not only the design of a suitable receiver but also sufficient

precoding at the transmitter is also required. This aspect was studied in Cespedes

and Armada (2018), where the proposed optical adaptive precoding scheme ex-

ploits the information of transmitted symbols to enhance the effective SNR and

symbol interference (S/I).

2.3.2 Li-Fi MIMO Techniques

This subsection highlights MIMO techniques that are exploited in Li-Fi (Fath and

Haas 2013).

• Repetition Code (RC): In this technique, the same signal is transmitted over

all transmitters. This provides increased gain as the signals from all trans-

mitters are reconstructed at the receiver. However, this technique provides

flexibility for transmitter-receiver alignment but provides restricted spectral

efficiency.

• Spatial Multiplexing (SMP): On the contrary to RC in SMP, each transmit-

ter sends different data which acts like multiple parallel Single Input Single

Output (SISO). This increases spectral efficiency but compared to RC SMP

requires tighter alignment of transmitter-receiver to avoid interference how-

ever it still provides better data rates compared to RC.

• SM: In this type of MIMO technique spatial dimension is used for trans-

mitting data as only one transmitter transmits data at any arbitrary time.

Each transmitter is activated based on the assigned symbols. Based on the

received signal, an estimation of which LED was activated is done which is

used to reconstruct the respective symbol at the receiver. Thus it achieves

higher SE compared to RC and SMP.

It was observed that the image sensor provides better SNR compared to photodi-

odes for SM or SMP due to its inherent feature of wider FoV and relaxed alignment

(Fath and Haas 2013).
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2.4 Cell Design and Deployment

In Feng et al. (2018), effects of inter-cell interference based on Li-Fi access point

arrangements have been discussed. As the modulation techniques used show dras-

tic degradation in the quality of signal for edge users, it is important to address the

issue of inter-cell interference. Thus, a device that does not receive sufficient light

due to room arrangement may experience a low data rate compared to the device

which is aligned to the transmitter. In order to avoid this, several strategies are

proposed like partitioned clusters (Jung et al. 2016), dynamic resource allocation

based on uplink (Kashef et al. 2015), Joint Transmission (Chen et al. 2013) using

delayed transmission and reconstruction. However, it is important to design better

interference avoidance techniques to ensure high data rate communication under

close deployment of receivers as the coverage of normal VLC cells is small. Table.

2.8 highlights the literature survey on cell design, deployment and handover.

2.5 Handover in VLC

An important advantage of wireless communication is freedom of movement. How-

ever, in order to serve communication for devices under motion, the connected de-

vice should be able to transfer data sessions from one access point to another. This

process of switching an access point while ensuring device connectivity is called

handover. In this section, handover techniques for Li-Fi and related issues are

discussed. This will provide insight into which parameters for handover should be

considered. The following mentioned are a few parameters that are derived from

RF handover and which can also be applied to Li-Fi cell-to-cell handover.

• Receive Signal Strength (RSS): RSS is the amount of power received

by the receiver. In Li-Fi, signal strength is dependent on the received light

intensity. Hence, the RSS for Li-Fi will not only change based on mobility

but also device orientation. Using RSS value device and Li-Fi access point

can undergo handover from one access point to another.

• Signal-to-Interference Ratio: The handover can also be initiated based

on Signal-to-Interference Ratio. If the interference is high compared to the

received signal, then handover from one Li-Fi access point to another is

initiated.
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Table 2.8: Literature survey on Cell Design, Deployment, and Handover

Paper Methodology Related Parameters
Feng et al. (2018) Effects of inter-cell interference - Interference avoidance techniques
Jung et al. (2016) Partitioned clusters - Cell partitioning

Kashef et al. (2015)
Dynamic resource allocation based

on uplink
- Dynamic resource allocation

Chen et al. (2013) Joint Transmission (JT)
- Delayed transmission and

reconstruction
Soltani et al. (2017) Handover technique in Li-Fi cells - RSS (Received Signal Strength)

Han et al. (2015) Vertical handover
- Connectivity type (Li-Fi to Wi-Fi

or vice versa)

Wang and Haas (2015) Dynamic load balancing
- Load balancing between RF-based

and Li-Fi-based connectivity

Wang et al. (2016) Fuzzy logic for handover prediction
- Mobility prediction and handover
decision-making using fuzzy logic
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• Speed of Mobile Node (MN): Handover occurs due to the mobility of

the device. The handover can be initiated by estimating future positions

depending on the current speed and direction of mobility. The work in

Soltani et al. (2017) provides insight into this problem. A mobile user can

be provided with a dynamic quality of service when it is moving across

heterogeneous networks.

In Soltani et al. (2017), a basic technique of handover in Li-Fi cells is proposed

by considering the effects of device orientation and mobility. It calculates the prob-

ability of handover based on RSS by estimating it for simulated receiver movement

and orientation. It uses a geometric model for receiver orientation and random

way-point mode for receiver movement. However, this handover is studied for hor-

izontal handover, i.e., Li-Fi cell to Li-Fi cell. Whereas, in vertical handover (Han

et al. 2015) connectivity type is changed, i.e., Li-Fi to Wi-Fi or vice versa. It was

observed that this technique requires additional overhead for adopting change in

data frames. However, it provides more mobility and freedom of orientation com-

pared to horizontal handover. In Dynamic load balancing (Wang and Haas 2015),

a solution is proposed for better utilization of bandwidth by providing RF-based

connectivity for mobile devices and Li-Fi based connectivity for almost stationary

devices. An improvement over the same was proposed by using fuzzy logic for de-

termining mobility and predicting handover with dynamic load balancing (Wang

et al. 2016), which reduces handover overhead.

2.6 Outcome of Literature Survey

Following are the open areas for research based on the conducted study:

• Efficient Design of Transmitters and Modulation Techniques: As

light is the fastest mode of communication, the speed of communication is

only limited by the processing speed of Transmitters and Receivers. How-

ever, by tapping into different properties of light such as color, polarity, and

direction of transmission, a faster and more efficient Li-Fi/VLC communi-

cation system can be achieved. The design of such a system of coordinated

transmitters and the implementation of a suitable modulation scheme that

could exploit these properties to enable faster and more robust communica-

tion is active research in this area.
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• Receiver Designs to Enable MIMO and Mobility: Receivers such as

cameras or Multi-directional Photo-diodes with wider FoV have been ob-

served to provide better support for MIMO and Device Mobility. However,

the issues of inter-cell interference and active noise are prevalent are such

systems. Different spatial modulation techniques and 3-dimensional local-

ization and positioning techniques have been observed to improve the per-

formance of Li-Fi/VLC system concerning device mobility. Hence, there is a

need of designing hybrid sensors which could leverage the benefits of cameras

and photodiodes to develop faster, MIMO enabled and mobility-supported

receivers.

• Modulation and Receiver Design Dependent Transmitter Deploy-

ment Strategies: The performance of various Li-Fi/VLC modulation tech-

niques and receiver designs concerning transmitter deployment patterns have

not been studied extensively. Thus providing an opportunity to explore

communication performance concerning various modulation schemes and re-

ceiver designs to come up with a unified model for enhancing the overall

performance.

• Robust Load Balancing Techniques to Handle Effects of Handover

With respect to the practical deployment of Li-Fi/VLC enabled devices,

it is important to understand the nature of change in network traffic and

flow control when the user shifts between different networks. User mobility

modeling and network load balancing is current active research in the field

of handover in Li-Fi.

2.7 Summary

In this chapter, we presented the existing state-of-the-art techniques to achieve

visible light communication. Further, various issues and challenges pertaining to

the implementation and adoption of VLC were highlighted, specially with respect

to transmitter and receiver design, modulation techniques, channel properties,

MIMO, and illumination requirements. The chapter majorly highlights types of

modulation techniques, such as, single carrier modulation, multicarrier modula-

tion, and color domain modulation. The challenges and issues mentioned in this

chapter will be addressed in the coming chapters. The next chapter highlights

the proposed work to mitigate a challenge of lack cost efficient easy-to implement

VLC testbed.
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Proposed Photodiode-based VLC

Prototype and Simulation

In recent years, VLC/Li-Fi has garnered tremendous attention from research com-

munities across the world. The major reason is the increased number of network-

connected devices due to the emergence of IoT. Although VLC could serve as an

effective complementary technology to Wi-Fi, there is a need to have accessible

easy to setup low-cost VLC testbeds. Fundamental theoretical analysis of an in-

door VLC system has been provided in (Komine and Nakagawa 2004), proving

its feasibility. However, to build a practical communication system in conjunction

with lighting, many system design issues need to be addressed, including three ba-

sic communication parts: transmitter, channel, and receiver. Thus, to implement

and evaluate real-world scenarios of VLC products, extended experimental testing

over testbeds is needed. This has resulted in the increasing interest of researchers

in building test beds in their respective areas of research.

However, as compared to traditional radio and microwave-based wireless com-

munication techniques, VLC has significant challenges. A few such major chal-

lenges are;

• Free space noise elimination

• Limited scope of using light features for modulation techniques

• Psycho-physical limitations (sensitivity towards flickering) of the human eye

Considering these challenges, several modulation techniques have been pro-

posed, and continuous work is in progress to improve these modulation techniques

concerning bandwidth, error rate, operational distance, spectral efficiency, and

45
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Figure 3.1: VLC Transmitter and Receiver

spatial efficiency (Oyewobi et al. 2022; Almadani et al. 2020). This chapter high-

lights, the design and implementation of a low-cost experimental VLC testbed and

builds a system to support multimedia data transfer using the proposed testbed.

The proposed testbed is evaluated based on the performance of existing OOK

and Pulse Duration Modulation (PDM) modulation techniques under a controlled

environment. The results of the testbed performance are then compared with the

standard implementation of VLC channel simulation using Matlab. The novelty

of the work is with respect to building a cost-efficient VLC testbed for performing

preliminary tests on various modulation techniques. The testbed would provide

practical insight into the effects of channel path loss on the performance of VLC

based communication system. It would also provide a basic understanding of

parameters affecting VLC performance.

A standard VLC system will consist of two modules, namely as VLC trans-

mitter module and VLC receiver module. Figure 3.1 shows a block diagram for

each module. Transmitter will operate in two alternating phases, i.e., the illumi-

nation phase and the communication phase. In the illumination phase, a steady

light intensity will be maintained, while in the communication phase data will be

transmitted. The overall perceivable light intensity during both phases needs to be

constant to avoid visible flickering. Hence, a steady stream of alternating 0s and

1s will be sent during the illumination phase and Manchester-encoded data will be

sent in the communication phase. Manchester encoding is selected to guarantee a

balanced distribution of power cycles as well as to aid bit recovery.

The data to be transmitted will be encapsulated in an Ethernet frame format
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Figure 3.2: Ethernet Frame Format

as shown in figure 3.2. The ethernet frame format is selected as it is one of the

simplest and most basic frame structures which is compatible with other wireless

frame formats. Each bit is Manchester encoded and passed to the modulation layer

as shown in figure 3.1 where depending upon the selected modulation scheme the

LED light will be controlled. For the experimental evaluation of the proposed

VLC test bed, OOK and PDM modulation techniques will be implemented due

to similar computational requirements. Finally, by varying the parameters such

as distance, angle, power, and data rates performance of each modulation scheme

is evaluated based on the success of reception/accuracy. Where accuracy is the

percentage of correctly received bits for thousand consecutive bits from a fixed

ethernet packet and payload. Finally, the proposed system will be compared with

other existing VLC testbeds (Baeza et al. 2015; Greives and Kulhandjian 2020)

with respect to building cost.

The proposed testbed is then used for building a proposed image transmission

framework to showcase multimedia data transfer over VLC. The proposed image

transmission system is evaluated based on its capability of reconstructing the

image at the receiver side. A custom payload is designed and a sample black

and white image is used for experimentation. The performance of the proposed

system is evaluated based on the size of the image, bit rate, transmission time,

and accuracy.

3.1 Related Work

In paper Li et al. (2012), a physical layer testbed is built to verify channel charac-

teristics under visible light spectrum for indoor environment. It was observed that

achievable data rate is inversely proportional to transmission bandwidth and path

loss is directly proportional to beam-angle. In Cui et al. (2010), a systematic design

and demonstration of LoS VLC was proposed, which discusses transmitter design

with illumination and communication perspectives. It also provided an insight

on theoretical model for channel path loss and received optical power along with



CHAPTER 3 48

Figure 3.3: LOS Channel Model (Cui et al. 2010)

optimum receiver front-end design. A comparative analysis of simulations versus

experimental demonstration showed validity of the theoretical model. Further,

improvements were suggested in terms of adaptive thresholding and run length

limiting codes for added robustness. The proposed synchronization technique dis-

cussed in paper Schmid et al. (2012) uses alternative cycles of illumination and

communication phases. These alternative cycles can be used for obtaining light in-

tensity threshold which is required for bit determination in an IM/DD based VLC

systems. Shinwasusin et al. (2015) showed an analytical and simulated compari-

son between variation of OOK modulation and other modulations such as CSK,

PWM, PPM and OFDM based on BER versus SNR. It was observed that in

the simulated environment PPM provided highest data rate followed by OFDM

and other modulation techniques. The design of our proposed test-bed and the

evaluation metrics is inspired from these works with few major changes concerning

required hardware to keep implementation cost minimum.

3.2 Proposed Work

For ease of understanding, the section is divided into three sub-sections namely, a)

the channel model b) theoretical SNR measurement, and c) the proposed testbed.

Table.3.1 shows the notations and semantics used for the explanation of the pro-

posed work.
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Table 3.1: Notations and semantics for the proposed work

Notation Semantics
D Distance between receiver and transmitter
r Radius of receiver aperture

α
Angle formed by the line

connecting centers of source and receiver
with the receiver normal

β
Angle formed by the line connecting
centers of source and receiver with

the source normal
θmax LED beam maximum half angle
Ωr Receiver solid angle seen by the transmitter
Ar Receiver area
I0 Axial intensity with unit candela

gs(θ)
Normalized spatial distribution

function specific to vendor
Fs Total transmitted luminous flux

Ωmax LED beam solid angle
Fr Receiver’s received luminous flux
LL Luminous path loss
m Order of Lambertian emission
Φ1/2 Semi-angle at half illuminance of an LED
SNR Signal-to-Noise Ratio

γ
Ratio of the received visible
light power and ambient noise

PrSignal Received signal power
σ2
total Total noise variance
σ2
shot Shot noise variance
q Electronic charge
B Equivalent noise bandwidth

I2
Noise bandwidth factor for rectangular

transmitter pulse shape
σ2
thermal Thermal noise variance
TA Absolute temperature of the environment
G Open-loop voltage gain
η Fixed capacitance of photodetector per unit area
Γ PET channel noise factor
gm PET transconductance

I3
Noise bandwidth factor for full

raised-cosine equalized pulse shape
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3.2.1 Channel Model

A Matlab model is created as mentioned by Cui et al. (2010) in order to simu-

late the communication environment for the performance evaluation of LoS VLC

system. Figure 3.3 shows a general VLC transmitter receiver scenario. Here, the

distance between receiver and transmitter is D and r defines the radius of receiver

aperture. The angle formed by the line connecting centers of source and receiver

with the receiver normal is denoted as α and with the source normal is β. θmax

represents LED beam maximum half angle. Ωr is the receiver solid angle seen by

the transmitter and Ar is the receiver area. They satisfy the relation Ar cosα ≈
D2Ωr.

If I0 is the axial intensity with unit candela and gs(θ) is the normalized spatial

distribution function particular to vendor, then the spatial luminous intensity

distribution of LED can be provided as product of axial intensity and spatial

distribution I0.gs(θ) as shown in Eq.6.1.

Fs =

Ωmax∫
0

I0gs(θ)dΩ =I0

θmax∫
0

2πgs(θ) sin θdθ (3.1)

Luminous intensity is the power (adjusted for human eye perception called the

luminosity function) of light in a unit solid angle and luminous flux is a measure

of total amount of energy radiated per second from a light source in all directions.

Hence, if Fs represents total transmitted luminous flux, then we have the relation

as shown in Eq.6.1, where Ωmax is the LED beam solid angle, which is related to

the θmax as Ωmax=2π.(1− cos(θmax)).

We denote the receiver’s received luminous flux as Fr=I0gs(β).Ωr. Thus we

can express the luminous path loss as shown in Eq.3.3

LL =
Fr

Fs

=
I0gs(β)Ωr

I0
θmax∫
0

2πgs(θ) sin θdθ

(3.2)

≈ gs(β)Ar cosα

D2
θmax∫
0

2πgs(θ) sin θdθ

(3.3)

As mentioned earlier, many commercial lighting LEDs without any beam shaping

component can be treated as Lambertian sources with spatial distribution func-

tion gs(θ) = cosm(θ), where m is the order of Lambertian emission and is related
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to the semi-angle at half illuminance of an LED Φ1/2 as m = −ln2/ln(cosΦ1/2).

If we substitute the above gs(θ) into Eq. 3.3 and set θmax = π/2, we can simplify

the integration and obtain the LOS path loss for the Lambertian source as shown

in Eq.3.4:

LL ≈
(m+ 1)Ar

2πD2
cosαcosm(β) (3.4)

3.2.2 Theoretical SNR

A Matlab simulation will be built using existing equations for theoretical evalua-

tion of SNR based on channel characteristics, room dimension and receiver design

(Seok-Ju Lee and Sung-Yoon Jung 2012). SNR is considered as measure to evalu-

ate VLC signal quality. SNR can be expressed as the ratio of the received visible

light power and ambient noise as shown in Eq.3.5:

SNR =
γ2P 2

rSignal

σ2
total

(3.5)

where the desired signal power PrSignal is as per Eq.3.6:

PrSignal = Received signal power of Light Tools (3.6)

In case of noise, the total noise variance becomes

σ2
total = σ2

shot + σ2
thermal (3.7)

where σ2
shot is the shot noise variance expressed by Eq.3.8,

σ2
shot = 2qγPrSignalB + 2qγPbgI2B (3.8)

Here q is the electronic charge, B is the equivalent noise bandwidth, and I2 is the

noise bandwidth factor that accounts for a rectangular transmitter pulse shape.

Eq.3.9 shows thermal noise variance σ2
thermal which is given as folows:

σ2
thermal =

8πkTA

G
ηAI2B

2 +
16π2kTAΓ

gm
η2A2I3B

3 (3.9)

where TA is the absolute temperature of the environment, G is the open-loop volt-

age gain, η is the fixed capacitance of photodetector per unit area, Γ is the positron

emission tomography (PET) channel noise factor, gm is the PET transconduc-

tance, and I3 is the noise bandwidth factor that accounts for a full raised-cosine
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Figure 3.4: Circuit Diagram of VLC Transmitter

Figure 3.5: Circuit Diagram of VLC Receiver

equalized pulse shape.

3.2.3 Design of Proposed Testbed

The proposed testbed design comprises of a VLC-Tx and a VLC-Rx. The circuit

diagram of VLC-Tx is as shown in Figure 3.4 where, 4 LEDs are connected to

a open source programmable board Arduino micro. Resistors are connected in

between the programmed pins of Arduino and LEDs to avoid damaging LEDs due

over current. The ‘on-off’ cycles of LEDs will be controlled by programming the

Arduino board.

The VLC-Rx consists of a photodiode and an Arduino micro, as shown in Fig-

ure 3.5. The board will be programmed to read the changes in the voltage values

at the input pin connected to photodiode. Figure 3.6 shows the implemented

VLC testbed. Figure 3.6a, shows VLC transmitter which uses for surface-mounted

device (SMD) LEDs connected to Arduino micro. The entire assembly is housed

inside a Poly-Vinyl-Chloride (PVC) pipe extension joint of radius 2.5cm. The

transmitter module is built in the shape of lamp using PVC pipes to enable free-

dom for varying height.
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(a) Transmitter Module (b) Receiver Module (c) Proposed Testbed

Figure 3.6: Implementation of proposed VLC Transmitter and Receiver

Figure 3.6b shows VLC receiver module, which has a photodiode connected

to arduino. The proposed algorithms were implemented using Arduino integrated

development environment (IDE). Two Arduino micros with 16 MHz clock fre-

quency are used for implementation of transmitter and receiver. 4 SMD LEDs

of 0.2W are used to provide sufficient light intensity for the experiment. These

LEDs are low-cost and are operational between 3.6-6.2 v, tolerable current 60 mA,

which provides luminous intensity of 250 lux. The BH1750 light intensity sensor is

used to obtain intensity of light falling over sensor due to its FoV and sensitivity.

BH1750 has FoV of 70 degrees and the response time is better than any regular

avalanche photodiodes. PVC pipes based structure is built with freedom of vari-

ation in height for the testbed. The ambient light intensity was 135 lux while the

modulation techniques were tested and, the light intensity of the 4 LEDs combine

was observed to be 600 lux. Thus, the external ambient noise is minimum for the

distance of 20cm between transmitter and receiver. Figure 3.6c shows the overall

setup including transmitter and receiver.

3.2.4 Implementation of VLC Algorithms

This section highlights implementation of generic VLC transmitter, followed by

implementation of transmitter and receiver OOK and PDM modulation. Both

modulation schemes work in two phases namely as illumination phase and commu-
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nication phase. Here, under illumination phase, the transmitter transmits steady

set of bits which does not carry any data and it is used to maintain constant

illumination and to aid threshold calibration. Whereas, during communication

phase, a data is transmitted in pre-coded format as per IEEE 802.1.

3.2.4.1 Implementation of Generic VLC Transmitter

Algorithm 1 Generic VLC Transmitter(Part A)

1: function Setup
2: Set pin mode to output for all the LED connected Pins
3: Set message
4: end function

5: function Loop
6: for i=0 to Count1 do
7: if 0 <= i < Count1 then
8: Illumination Phase
9: else if Count1 <= i < Count2 then
10: Communication Phase
11: else if i = Count2 then
12: i = 0
13: end if
14: end for
15: end function

Algorithm 1 Generic VLC-Tx (Part A), consists of Setup function to initialize

variables and connected pins of LEDs and Loop function for continuous and re-

peated process of switching between illumination and communication phases. It is

also having user defined functions Illumination Phase and Communication Phase

which are called within Loop. To enable switching between these two phases an

incremental counter is used. Here Count1 and Count2 is used to compare current

count for calling illumination or communication phase.

Algorithm 2 Generic VLC-Tx (Part B) shows implementation of Illumination Phase

and Communication Phase function. Illumination Phase is used to maintain

steady illumination by sending a continuous bit stream of 1 for 1 byte. The received

data is sent to the Send function under the Communication Phase function.

3.2.4.2 Implementation of OOK Modulation

In this section, the implementation of OOK transmitter and receiver is discussed.

The Send function under the communication phase of the generic transmitter is
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Algorithm 2 Generic VLC Transmitter(Part B)

1: function Illumination Phase
2: for i=0 to 7 do
3: Send(1)
4: end for
5: end function
6: function Communication Phase(b)
7: Send(Start Bit Pattern)
8: for each byte in message do
9: for each bit in the byte do
10: Send(bit)
11: end for
12: end for
13: end function

highlighted. Figure 3.7a shows a pulse shape of an OOK modulated signal.

(a) OOK Modulation (b) PDM Modulation

Figure 3.7: Comparison of OOK and PDM Modulation

Algorithm 3, performs Manchester encoding and performs OOK modulation

by turning LED on or off depending upon the bit value. Thus, for example, a

bit stream of 1,1,1,0,0 will be converted to 0,1,0,1,0,1,1,0,1,0, Manchester code.

Here, 1 is represented as 0,1 and 0 is represented as 1,0. These logical bits are

mapped with LED on and off states. Figure 3.7a shows graphical representation

of OOK modulated pulses. Thus, for logic 0 LED will be off and logic 1 LED will

be on. It provides a steady distribution of the power cycle without any DC bias

and flickering.

At the receiver side, as shown in Algorithm 4 OOK receiver initially estab-

lishes a threshold for bit determination by sampling for fixed number of sam-

ples. This is achieved by calling Get Intensity Threshold function under Setup.

Get Intensity Threshold returns the average intensity of light for a predefined
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Algorithm 3 OOK Transmitter Send Function

1: function Send(a) ▷ Manchester encoding and LED Control
2: if a is 1 then
3: LED On ▷ Signifies ’1’
4: delay(x)
5: LED Off ▷ Signifies ’0’
6: delay(x)
7: else if a is 0 then
8: LED Off ▷ Signifies ’0’
9: delay(x)
10: LED On ▷ Signifies ’1’
11: delay(x)
12: end if
13: end function

Algorithm 4 OOK Receiver

1: function Setup
2: Set Threshold = Get Intensity Thresholds
3: end function
4: function Loop
5: if Current Intensity > Threshold then
6: Print ”1”
7: else
8: Print ”0”
9: end if
10: end function
11: function Get Intensity Threshold
12: Compute average of Light Intensities received by photodiode for fixed num-

ber of iterations
13: return Average Light Intensity
14: end function

number of samples. This process is performed after equal interval of time to re-

calibrate light intensity threshold. Inside Loop function, Current Intensity is

compared with threshold to determine received bit. At the data link layer, these

decoded bits are stored in a buffer for subsequent symbol decoding and message

retrieval. Start sequence is identified by performing pattern matching on the buffer

and the subsequent bytes are decoded based on respective positions.



57 CHAPTER 3

3.2.4.3 Implementation of PDM

This section highlights the implementation of PDM Send function under com-

munication phase of generic transmitter and discuss the implementation of PDM

Receiver.

Figure 3.7b shows graphical representation of PDM modulated pulses. Algo-

rithm 5 PDM Transmitter (Send), show implementation of Send Function. Here,

the generic structure of transmitter remains the same as mentioned in previous

section. It accepts bit value as the parameter from the serial connection and con-

verts it into Manchester code. Each of these expanded bits are then represented

by respective pulses which are obtained by varying the duration of ‘on’ cycles.

Algorithm 5 Pulse-Duration-Modulation(PDM) Transmitter(Send)

1: function Send(a) ▷ Manchester encoding and LED Control
2: if a is 0 then
3: One
4: Zero
5: else if a is 1 then
6: Zero
7: One
8: end if
9: end function

Algorithm 6 Pulse-Duration-Modulation(PDM) Transmitter(Zero)

1: function Zero
2: LED On
3: delay(x)
4: LED Off
5: delay(x)
6: end function

Algorithm 6 shows implementation of function Zero used for sending pulse

corresponding to bit “0”. And, Algorithm 6 shows implementation of function

One used for sending pulse corresponding to bit “1”. Here, x is an arbitrary value

in microseconds, thus to send bit value of “1” the LED will be on for 2x duration

followed by off for x duration and to send “0” the LED will be on for x duration

followed by off for x duration.

On the receiver side, as shown in Algorithm 8, PDM Receiver, identification

of received bit involves two phases. First phase involves estimation of intensity
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Algorithm 7 Pulse-Duration-Modulation(PDM) Transmitter(One)

1: function One
2: LED On
3: delay(2x)
4: LED Off
5: delay(x)
6: end function

Algorithm 8 Pulse Duration Modulation(PDM) Receiver

1: function Setup
2: Set pin mode to input for Photodiode connected Pin
3: Set I Threshld=Get Intensity Thresholds
4: Set D Threshld=Get Duration Thresholds
5: end function
6: function Loop
7: if Current Intensity > I Threshld and Flag == 0 then
8: Start Timer
9: Set Flag = 1
10: else if Current Intensity < I Threshld and Flag == 1 then
11: Stop Timer
12: Find Duration of Pulse
13: if Current Duration >= D Thrshld then
14: Print ”1”
15: else if Current Duration < D Thrshld then
16: Print ”0”
17: end if
18: Add Current Duration to Duration Array
19: end if
20: Increment Counter for each iteration
21: if Counter == ResetCounter then
22: Set Counter = 0
23: Set I Thrshld=Get Intensity Thresholds
24: Set D Thrshld=Get Duration Thresholds
25: end if
26: end function

27: function Get Intensity Threshold
28: Compute average of Light Intensities received by photodiode for fixed num-

ber of iterations
29: return Average Light Intensity
30: end function
31: function Get Duration Threshold
32: Compute average of pulse durations from Duration Array
33: return Average Pulse Duration
34: end function
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threshold to detect operational status of LED. And second phase involves, thresh-

old estimation of pulse duration. Thus, by sampling, pulse duration estimation

and comparison with threshold corresponding bit is decoded. A continuous incre-

mental counter called ResetCounter is also maintained to re-calibrate the system

for finding both the threshold values, i.e., light intensity threshold and pulse du-

ration threshold.

3.3 Results and Discussion

This section provides a discussion on the results of experiments conducted using

the simulator and proposed testbed for OOK and PDM.

3.3.1 Results of Simulation Experiments

The results of experiments conducted based on simulation of channel characteris-

tics and its effect on error probability are used to evaluate channel quality based

on SNR under different conditions such as,

• Different room dimensions

• Different LED Power

• Different transmitter Field-of-views

Figure 3.8, shows densely distributed SNR values for smaller space compared

to Figure 3.9. However, the SNR decreases with an increase in the distance in

both cases as the source follows Lambertian distribution.

Figure 3.10 and Figure 3.11, shows improvement in the SNR with increase in

LED power. It was also observed that based on the transmitter FOV, the SNR

drastically changes. With decrease in the FOV there was improvement in SNR.

This is due to the formation of the light beam which provides better signal

quality. However, it reduces the coverage area. The effects of change in transmitter

FoV over SNR is shown in Figure 3.12 and Figure 3.13.

Based on the simulated channel characteristics, the error probability for OOK

modulation is evaluated. As shown in Figure 3.15 and Figure 3.14, it was ob-

served that with the increase in power the error probability decreases and the rate

of decrease in error probability is inversely proportional to the distance between

transmitter and receiver. It was also observed that with an increase in the dis-

tance, the error probability increases but the rate of increase in error probability is
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Figure 3.8: Room Width and Length 5m

Figure 3.9: Room Width and Length 10m

inversely proportional to the power of LED. An outlier was observed at a distance

of 0.1m and a power value of 15W, this is due to the sensitivity of the photodiode

which fails to record any changes in the intensity as the high power source is very

close to the receiver.
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Figure 3.10: LED Power 10 Watts

Figure 3.11: LED Power 50 Watts

3.3.2 Results of Testbed Experiments

The accuracy of each modulation technique is experimentally evaluated. Figure

3.16 shows accuracy for OOK and PDM. It was found that OOK gives maximum

accuracy when the bit rate is low. However, even for a lower bit rate the accuracy

observed was 57.6%.

On the other hand, PDM provided better accuracy, especially at lower bit

rates. The accuracy keeps decreasing with the increase in bit-rate and distance
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Figure 3.12: Transmitter FOV 20 Degrees

Figure 3.13: Transmitter FOV 70 Degrees

for both techniques.

The percentage improvement of PDM over OOK based on accuracy is shown in

Figure 3.17. It was observed that PDM has provided many times more than 100%

improvement over OOK based on accuracy. This is majorly due to two factors,

firstly, OOK suffers synchronization drift due to which transmitter and receiver

will be in synchronization for some time and slowly goes off-sync and again slowly

comes back in sync. This happens repeatedly resulting in overall accuracy close

to 50% even under the best conditions. However, PDM works in asynchronous
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Figure 3.14: Distance vs Error Probability
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Figure 3.15: Power vs Error Probability
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Figure 3.16: Performance Analysis of OOK and PDM Modulation

Figure 3.17: Percentage Improvement of PDM over OOK
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mode, thus it provides better accuracy at the cost of reduced bandwidth. This

is because the time required to transmit one-bit using PDM is more compared

to using OOK. On average, three bits in OOK is equivalent to one bit in PDM

thus, PDM is 3 times slower than OOK. The overall cost of implementation of

the proposed VLC testbed was lower compared to testbeds showcased in (Baeza

et al. 2015) due to the use of off-the-shelf readily available electronic components

and structural elements. The trend of decline in the accuracy with the increase in

distance in both the modulation techniques i.e., OOK and PDM is also similar to

the observed trend using simulations. This is majorly due to the decrease in light

intensity as the receiver moves away from the transmitter.

3.4 Proposed Image Transmission Technique us-

ing Low-Cost Photodiode-based VLC Testbed

: An Application

This section proposes an application of image transmission based on the proposed

testbed explained in Sec.3.3.2. The aim of the proposed system is to transmit a ‘n

x n’ binary image using OOK modulation for VLC-testbed, reconstruct the image

on the receiver side using custom frame format, and evaluate the accuracy of the

reconstructed image across different distances.

RF technologies have facilitated communication including audio, images, video,

and data transmission. However, the RF spectrum is becoming increasingly

crowded, necessitating the exploration of alternative data transfer methods (Soh

et al. 2018). Visible Light Communication (VLC) has emerged as a potential solu-

tion, leveraging optical-through-air transceiver systems for data transmission. Soh

et al. implemented software-hardware co-design to achieve real-time audio trans-

mission using VLC, verifying the system’s performance through serial data and

text transmission (Soh et al. 2018). Sandoval-Reyes developed an image trans-

mission and reception application using VLC, utilizing a Raspberry Pi 3 com-

puter, bright LEDs, and a light sensor. The application demonstrated acceptable

image reproduction with noise resulting from environmental factors and align-

ment (Sandoval-Reyes 2019). Yudhabrama et al. (2017) designed a low-cost VLC

transceiver prototype capable of real-time data and image transfer. The system

achieved reliable performance within a specified distance range, acceptance an-

gle, and baud rate, highlighting error rates for text and image transmission at

different settings. These studies contribute to the understanding and practical
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implementation of VLC systems for data transmission.

3.4.1 Design and Implementation

Figure 3.18, highlights various steps involved in our proposed system. Initially,

the input image will be converted into a binary image. The binary image will

contain only zeros and ones at the corresponding pixel position. These binarized

pixels are then mapped to respective payload information. The data payload will

contain information about the pixel positions which are black and represented in

the frame format as shown in Figure 3.19. The symbol ‘#’ will be used as an image

delimiter. Symbol ‘A’ will be used as a row delimiter i.e., the data following ‘A’

are data related to a row. Manchester encoded binary values of ‘#’ and ‘A’ are

transmitted using LED’s ‘On/Off’ states. Manchester encoding is used to evenly

distribute the ‘On/Off duty cycles and thus avoid flickering when continuous ‘1’s

or ‘0’s are transmitted. The binary image will be made of binary one and binary

zero. Therefore a row in a binary image will consist only of ‘0’ or ‘1’. These rows

will be transmitted using a LED using OOK Modulation.

Figure 3.18: Block diagram of VLC system to transmit image

Figure 3.19: Payload Delimiter Frame Format
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The LED will be in the ‘Off’ state when it encounters ‘0’ and will be in the

‘On’ state when it encounters ‘1’. A ‘n x n’ binary image will be used for our

proposed work. This payload is then modulated using OOK modulation.

At the receiver side, the photodiode will be used to detect light intensity in its

environment. Photodiode will detect LED’s state, i.e., ‘On’ or ‘Off’. LED and light

sensor will be synchronization by keeping the delay value constant, both for LED

and light sensor. The bit will be determined by comparing the received intensity

with an average light intensity as the threshold. Each bit will be appended to the

previous bit to create a file of binary values. This file would then be passed to an

algorithm to identify the delimiter and extract the image data.

Algorithm 9 shows the procedure for conversion of sensor values to binary

values. The sensor readings are converted to binary zeros and ones. The threshold

is determined using Eq.3.10.

threshold =

∑
(values)

no.ofreadings
(3.10)

Due to a lack of synchronization, the receiver receives repeated values for

a single state change at the transmitter side. Thus, to eliminate the repeated

values, a second level of thresholding is performed by comparing the number of

repeated ‘0’s or ‘1’s with the average of the repetitions. It was also observed during

preliminary experiments that for a common transmitter and receiver data rate,

the average of repeated states at the receiver side will also be constant. Thus, in

the proposed algorithm, variables ‘a’ and ‘b’ are two constants. ‘a’ indicates that

‘0’ should repeat at least ‘a’ times to indicate single ‘0’ and similarly ‘1’ should

repeat at least ‘b’ times to represent single ‘1’. The final array will have binary

values of delimiters and image values.

When two consecutive ‘#’ are encountered, then it indicates that the next

values are related to ‘A’ and the image. Then we will find the index of ‘A’, such

that ‘A’ is just after the two consecutive ‘#’. After finding such ‘A’, the next ‘n’

values will be the data of the first row of the image. Then again ‘A’ will be there

and then ‘n’ values will be of the next row and so on. Algorithm 10 shows the

procedure of conversion of binary values to an image of size nxn.

Post-implementation of the testbed and proposed algorithms, an preliminary

experimental setup is considered for performance evaluation of the implemented

system. A 5x5 image of the letter ”T” is considered as it involved the least

variations in pixel positions. The size of the buffer considered was twice the size

of the image to eliminate partial reception of data due to desynchronization. The
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Algorithm 9 Conversion of sensor values into binary

1: function CON2BIN(values)
2: binary1 = []
3: for i in values do
4: if i ≥ threshold then
5: binary1.append(1)
6: else
7: binary1.append(0)
8: end if
9: end for
10: binary2 = []
11: count← 1
12: len1← len(binary1)
13: for i = 1 to len1− 1 do
14: if binary1[i] == binary1[i− 1] then
15: count← count+ 1
16: else
17: val← 0
18: if binary1[i− 1]==0 then
19: val ← ⌊ count

a
⌋ ▷ ’a’ is minimum no. of times ’0’ repeats to

represent single ’0’
20: for j = 0 to val − 1 do
21: binary2.append(0)
22: end for
23: else
24: val← ⌊ count

b
⌋ ▷ ’b’ is minimum no. of times ’1’ repeats to

represent single ’1’
25: for j = 0 to val − 1 do
26: binary2.append(1)
27: end for
28: end if
29: count← 1
30: end if
31: end for
32: return binary2
33: end function
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Algorithm 10 Decoding sensor values to obtain image

function Decode(values, n)
delimiter1 = [0, 0, 1, 0, 0, 0, 1, 1] ▷ delimiter1 is ’#’
delimiter2 = [0, 1, 0, 0, 0, 0, 0, 1] ▷ delimiter2 is ’A’
binary ← CON2BIN(values)
index del1← FIND DEL(binary, delimiter1)
index del2← FIND DEL(binary, delimiter2)
start delimiter2 = 0
for i = 1 to len(index del1)− 1 do

if index del1[i] - index del1[i− 1] == 8 then
start delimiter2← index del1[i] + 8
break

end if
end for
start img ← 0
for i = 0 to len(index del2)− 1 do

if index del2[i] == start del2 then
start img ← i
break

end if
end for
img = []
for i = start img to start img + n− 1 do

row = []
temp← index del2[i] + 8
for j = 0 to n− 1 do

row.append(binary[temp])
temp← temp+ 1

end for
img.append(row)

end for
return img

end function
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Figure 3.20: Received Bit Pattern for the Input Image ”T”

accuracy of the received data at low bit rates at varying distances was considered.

Figure 3.20 shows sample received data which contains delimiter codes and image

data payload. The initial distance between the transmitter and receiver was kept

to 10 cm which was gradually increased as per experiments.

The data of the image to be transmitted is as shown in Figure 3.21a. Each

delimiter is further converted to its binary and transmitted.

3.4.2 Results and Discussion

Figure 3.21b, shows a sample binary received data after the process of sampling,

thresholding, and bit determination.

(a) Image T Payload (b) Received Image of T

Figure 3.21: Transmission and Reception of Image Data
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Table 3.2: Bitrate vs Transmission Time vs Accuracy

Size
of Image
(bytes)

100 144 196

Bit
Rate
(bps)

Trans-
mission
Time
(sec)

Acc.
(%)

Trans-
mission
Time
(sec)

Acc.
(%)

Trans-
mission
Time
(sec)

Acc.
(%)

2 800 100 1152 100 1568 100
4 400 100 576 100 784 100
10 160 100 230.4 100 313.6 97.2
20 80 100 115.2 98.7 156.8 93.5
100 16 99.1 23.04 95.3 31.36 89.7

Table 3.2, shows the evaluation of the system based on the parameters such

as bit rate, size of the image, transmission time, and accuracy. It was observed

that the system performs best for low bit rates and shorter distances. The system

shows degradation in performance as the bit rate and size of the image increase.

This is mainly due to synchronization drifting between sender and receiver. It was

also observed that as the distance increases the more error bits get induced. This

was due to the fact that as the distance increases the variations in light intensity

falling over the photodiode become less distinguishable.

3.5 Summary

An experimental test-bed for evaluation of VLC modulation techniques was de-

signed and implemented. Based on the free space optical characteristics a channel

model was built and effects of various environmental parameters such as dimen-

sions of the room, power of LED, and FoV of transmitter on the SNR were sim-

ulated and observed. The error probability was simulated based on these channel

characteristics. It was observed that the simulated error probability was propor-

tionately in line with experimentally obtained results. It was also observed that

PDM Modulation performed twice as better as OOK Modulation in terms of the

success of reception, however, PDM was on average three times slower than OOK.

Using the implemented testbed, an application was proposed and implemented

to transfer binary images between VLC-Tx and VLC-Rx. Successful image trans-

fer was observed for short distances, which implies a wider range of VLC applica-

tions can be implemented.
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Future Works mainly include enhancing the algorithm to support for gray-

scale and color images. The proposed work was limited to small distances. As

a part of future work, other modulation techniques can be implemented on the

proposed testbed, and performance analysis based on various parameters such

as photosensors, LEDs, ambient lighting conditions, transmitter FoV and longer

distances can be studied. Although a photo-diode-based VLC system can be

cost-efficient, the issues such as limited FoV and the need for dedicated hardware

prevent its widespread adoption amongst existing communication systems. Thus,

there is a need to build VLC testbeds and applications which use readily available

resources and provide easy integration with existing systems.
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Proposed Rolling Shutter based

Optical Camera Communication

using Hybrid Frequency Shift

Pulse Duration Modulation

Increasing interest in VLC has led to a need to revamp the previously existing

modulation techniques, posing more unique challenges specific to the nature of

visible light. However, the receiver side adoption of VLC is strictly limited to the

implementation based on photodiode or camera. Photodiodes are inexpensive and

provide low complexity implementation for VLC as the modulation techniques are

based on light intensity. In this case, achieving higher data rates is constrained to

the response time of the photodiode (Nada et al. 2018; Shulyak et al. 2020; Sadat

et al. 2022). Although other light properties such as color has shown promising

results in terms of better data rate, (Chen et al. 2019; Singh et al. 2015a) but as

photodiodes are limited to sensing only light intensities, other techniques had to

be explored. Moreover, the need for additional dedicated hardware in the form of

photodiodes in the existing devices is the major limitation of adapting VLC

OCC is considered one possible solution towards achieving a ready-to-use VLC

system by utilizing the camera’s properties, computational capacity of mobile

phones, and chromaticity of the light (Aguiar-Castillo et al. 2021). Since such

systems use existing cameras integrated into mobile phones, they need not require

additional dedicated hardware like photodiode (He et al. 2019; Shi et al. 2018).

These systems can be used in vehicle-to-vehicle communication, indoor localiza-

tion, indoor positioning, indoor navigation and augmented reality. In a typical

73
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LiFi enabled Lamp

Mobile Phone with LiFi Support

Laptop with USB LiFi Dongle
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Figure 4.1: VLC enabled Lamp

indoor environment, VLC systems can be deployed as lamps or ceiling lights, as

shown in Figure 4.1. However, other challenges related to the OCC-based VLC

System include identifying the VLC access point, adjusting exposure, and video

pre-processing. In this chapter a novel hybrid modulation technique is proposed,

implemented, and evaluated in comparison with the existing two modulation tech-

niques with similar implementation complexities. The objectives highlighted under

this chapter are as follows:

• To study and experimentally evaluate thresholding techniques for OOK and

Frequency Shift Keying (FSK) modulation schemes under OCC.

• To propose and implement Hybrid Frequency Shift Pulse Duration Modula-

tion scheme for OCC.

• To evaluate the performance of the proposed technique based on BER(%),

distance, and frames per bit.

• To design and implement an indoor positioning system using the HFSPDM

technique testbed.

4.1 Related Work

This section highlights previous work carried out in the domain of OCC, specifi-

cally about its challenges in adopting VLC Systems, modulation techniques, and
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thresholding mechanisms. In paper Nguyen et al. (2019b), the author has provided

a performance analysis of OOK modulation based on different camera parameters

such as frame rate, focal length, rolling rate, and shutter speed. It was observed

that the pixel intensity was higher for closer distances, resulting in a high SNR

and thus better data decoding. Paper Teli et al. (2019) shows the effects of ISO

exposure values on the BER. The experimental results demonstrated that the

system observed an increase in noise, directly proportional to the camera’s sen-

sitivity concerning ISO values and shutter speeds. In paper Lee et al. (2015),

the difference between rolling shutter vs. global shutter is discussed. Issues such

as mixed symbol frames, stripe width estimation, and image pre-processing are

addressed by their proposed “Rolling Lights” System. These works provided suf-

ficient insight into the relation between camera parameters and their impact on

information reconstruction. It also helped to understand the “Rolling Shutter”

phenomenon and techniques used for its adaptation in OCC.

In a camera-based VLC System, the captured video/images must be processed

to decode the encoded data from the light blink pattern. Matlab-based digital im-

age processing methods such as gray-scaling, histogram equalization, and high pass

filters were discussed to improve signal quality in OCC System (Li et al. 2016b).

Bummin Kim et al. (2017) provided an overview and performance evaluation of

three thresholding methods, namely as Background Subtraction, Polynomial Re-

gression, and Moving Average. The Background Subtraction method, includes

masking of reference frame over current frame to identify difference in intensi-

ties. Whereas, Polynomial Regression and Moving Average thresholding method

directly calculates raw intensity values. It was observed that the Background

Subtraction method out performed other two techniques in terms of computa-

tional speed. These works highlighted various image processing and thresholding

techniques used under OCC which inspired our proposed work.

The modulation technique is crucial in providing efficient bandwidth and data

rate. Various existing modulation techniques, such as OOK, FSK, and CSK, are

modified to serve OCC-based VLC systems. Thus, in a simple OOK Modulation,

logic 0 means light is Off, and logic 1 means Light is On. These changes in the On-

Off cycle produce black and white stripes in the captured image/video under tuned

conditions (Rajagopal et al. 2014). However, in OCC, direct encoding data in

OOK is complex due to the low frame rate of cameras and the flickering frequency

of source light. Thus, the most common way to achieve OOK without flickering is

to encode data bits in terms of frequencies. In paper Le et al. (2014) a Frequency

Shift OOK (FS-OOK) Modulation technique is implemented and evaluated. It
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also provides a sub-carrier frequency design based on the relationship between bit

interval and sampling interval and between sub-carrier frequencies and flickering

mitigation conditions. A Binary Frequency Shift OOK (BFS-OOK) (Van Thang

et al. 2018) modulation is proposed, and experimental analysis is provided for the

relation between distance and detectable stripes. The proposed system mapped

each binary bit to a pair of frequencies separated by the guard band frequency,

enabling the detection of data bits from the frame. In paper Roberts (2013) the

OOK frequencies logic 1 and 0 are selected such that when under-sampled by a

low frame rate camera, these frequencies align to low pass frequencies that can

then be further decoded to the original bit values.

Modulation based on the color changes is unique to VLC and Li-Fi Systems.

There are different color constellations such as 4-CSK, 8-CSK, 16-CSK depending

upon the number of bits mapped to a color. An experimental demonstration

of a low-cost OCC system with a 2D-constellation-assisted 4-CSK transmission

scheme is proposed in paper Deng et al. (2019). The system could achieve a

BER of 3.8 × 10−3 for the distance of 0.8m and a data rate of 10.74 kb/s. A

novel CSK-based OCC system is proposed in paper(Chen et al. 2019), which uses

an 8-CSK modulation pattern to obtain pixel efficiency of 3.75 pixels per bit.

Here, pixel efficiency is a performance evaluation parameter for an OCC system,

which is the minimum number of pixels required to represent a bit. In paper

Hu et al. (2019) an LED-to-camera communication system called ColorBars is

proposed, which addresses major challenges about color flicker, inter-frame data

loss, and receiver diversity. It was observed that when ColorBars use lower CSK

modulation, reliable communication is guaranteed due to the extremely low symbol

error rate. These works aided metrics selection for performance evaluation of our

proposed technique.

These works have provided us with sufficient insight and motivation to explore

the OCC-based Li-Fi domain further. We have tried to contribute to this growing

domain with our proposed testbed and modulation technique. Our work is inspired

by these related works and attempts to extract, combine, and modify them to

create a better solution.

4.2 Overview of OCC

This section highlights few issues and characteristics of the OCC based Li-Fi

system while explaining the generic architecture, synchronization issues, encoding

principle, decoding principle, and performance evaluation metrics.
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4.2.1 Generic OCC Architecture

The Figure 4.2, shows a generalized block diagram of an OCC system. The input

binary data stream is passed to Optical Signal Modulator which modulates the

signal using the selected technique. The modulated signal is mapped to the LED

driver which is used to control the LED. The modulated signal is transmitted over

a free-space optical medium. Mobile phone cameras receive the directed light as

live video. The video undergoes frame sampling and thresholding to demodulate

the signal and decode the received data.

10100…..10
Binary Input

Optical Signal 
Modulator LED Driver LEDs

OCC Transmitter

Free Space Optical
 Communication Medium

OCC Receiver 

Frame 
SamplingFrame 

SamplingFrame 
Sampling

Video

Mobile Phone

Signal 
Demodulator

Image 
Processing

10100…
Output

Figure 4.2: The schematic block diagram of an OCC system

4.2.2 Synchronization

The primary deployment of OCC based Li-Fi systems is typically in a broadcast

environment. Thus, there is no feedback channel unlike RF communication; this

limits the dynamic tuning of the receiver equipment to achieve synchronization

and thus restricts achieving higher data rates. The problem of synchronization

is basically due to two factors, the first being random sampling and the second

being variable frame sampling intervals. If the user device starts sampling at any

point during transmission, there is a possibility of losing data; this problem is

called random sampling (Hasan et al. 2018). On the other hand, the operational

performance of each image sensor varies from product to product; this results in

the problem of having different frame rates for different equipment despite the

same configurations.
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4.2.3 Encoding Principle

The basic encoding principle in rolling shutter-based OCC remains the same, i.e.,

encoding data in stripes. Thus, depending upon the modulation schemes, the

properties of stripes will change. For example, in direct OOK modulation, the

width of stripes will change based on the bit patterns. Whereas for FSK, the

modulated output would vary in the number of stripes, and for CSK, it would

be colored stripes. Although the number of stripes required to represent a bit

determines the efficiency of the modulation technique, it is also dependent on the

size of the transmitter (Chavez-Burbano et al. 2021). Figure 4.3 shows sample

frames from each modulation scheme. In FSK, the data is transmitted by modu-

lating the signals in-terms of shifting frequencies, while in PDM, it is transmitted

by changing the duration of pulse. The proposed modulation technique combine

these two techniques to transmit the data by modulating duration of frequencies.

(a) OOK Modulation (b) FSK Modulation(c) CSK Modulation

Figure 4.3: Modulation Patterns

4.2.4 Decoding Principle

An image sensor is built with pixel arrays and a built-in read-out circuit. Each

pixel of an image sensor acts as a photodetector. Depending upon the type of

camera, these arrays are activated either at once or one by one; this is the basic

working principle of the global shutter and rolling shutter. The pixels are activated

together in the global shutter, whereas pixels are activated in succession in the

rolling shutter. Rolling shutter enables capturing of LED states at different pixels

resulting in a series of stripes as shown in Figure 5.1.

The transmitted bits are decoded using image-processing techniques as shown

in Figure 4.5. The first step is detecting and tracking the transmitter from video
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Figure 4.5: Decoding Steps

frames using computer vision algorithms to identify the Region of Interest (RoI).

The RoI from the image is cropped and resized to obtain an image containing

stripes. The cropped RoI further undergoes pre-processing to obtain a 2D sig-

nal using thresholding and decoding techniques. The decoded bits are used to

reconstruct sent data. Details on this process are discussed in Sec.4.3.

4.2.5 Performance Evaluation Metrics

In an OCC based Li-Fi system, the number of frames required to represent a bit

is the crucial factor in determining the modulation techniques’ efficiency. In a

typical OCC based Li-Fi system using OOK modulation, the encoded bits are

observed as stripes in the image at the receiver side. Thus, the more the stripes in
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the image, the more bits can be encoded. However, the width of these stripes is

proportional to the LED transmitter’s symbol rate. Thus, for a higher symbol rate,

the corresponding bit rate will be higher, which results in an increase in number of

bits per second. Each bit is represented with the smaller duration of on-off cycles

causing the stripe width to become thinner. However, due to the pixel bleeding

effect, the image becomes blurred and the width of the stripes becomes difficult

to decode. On the other hand, if the stripe width is wider, the number of bits

recovered will be less. Hence, there must be a balance between bit representation,

modulation technique, image processing, and size of transmitter.

In addition to SNR and BER, frames-per-bit (He et al. 2019) metric will also

be used to evaluate the performance of the proposed modulation technique. SNR

under various ambient lighting conditions and distances will be recorded. To

measure SNR the ratio of overall pixel intensity of the image before transmission

and during transmission will be estimated.

4.3 Design and Implementation of Proposed HF-

SPDM Modulation Technique

This section highlights the design and implementation of reference modulation

techniques such as OOK and BFS-OOK, and proposed HFSPDM. Table. 4.1

shows all notations and corresponding semantics used for the explanation. Dis-

cussion on each modulation is further divided into encoding and decoding steps.

Since all the demodulation techniques need to undergo common pre-processing, a

standard preprocessing function is implemented as shown in Algorithm 19

Algorithm 11 Common Image Preprocessing

1: Initialize a Buffer(size)
2: function Preprocessing(image)
3: Convert image to grayscale
4: Enhance the contrast
5: Binarize the image
6: Dilute the image
7: Find dimensions of the brightest and largest blob
8: Mask the background
9: Crop the original image
10: Resize the cropped image based on found ROI
11: Grayscale, Enhance Contrast, and Binarize the Cropped Image
12: end function
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Table 4.1: Notations and semantics for the proposed work

Notation Semantics
OOK Optical On-Off Keying
RoI Region of Interest
VLC Visible Light Communication

FS-OOK Frequency Shift Keying On-Off Keying
BFS-OOK Binary Frequency Shift On-Off Keying

PDM Pulse Duration Modulation
FSK Frequency Shift Keying

HFSPDM
Hybrid Frequency Shift Pulse

Duration Modulation
yi Grayscale value of pixel at point i

fs(i)
Sum of the values of the last

s pixels at point i
s Number of pixels for calculating the sum
n Index variable for sum calculation
T Threshold in quick adaptive thresholding
r Adjustment ratio for calculating the threshold
S Number of pixels for calculating the threshold
i Index variable for pixel values and calculations

fs(i)
Moving average of grayscale values of the

columnar sum of pixels from the cropped RoI
value Value from the buffer for comparison

Sliding Window Average
Average value obtained by sliding

window on the buffer
b1, b2, b3, b4,
b5, b6, b7

Binary bits representing the data

F1, F2, F3
Distinct frequencies used for

HFSPDM modulation
NumberOfStripes1,
NumberOfStripes2

Preset number of observable
stripes for BFS-OOK

Delay1, Delay2
Delay values for controlling
frequencies in BFS-OOK

C
Set of values obtained after performing

column-wise sum, normalization, and binarization
NStripes Number of stripes detected

m Length of the vector C

counti
Sum of consecutive non-zero values

for stripe width detection
max Maximum width of the stripe in the frame

a
Binary input value for frequency selection

in BFS-OOK modulation

Loop
Function for repetitively transmitting start

bit frequency and individual bits
Freq1,

Freq2, Freq3
Frequencies representing the 2-bit patterns

in HFSPDM modulation
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4.3.1 OOK Modulation

The transmitter side implementation of an OOK modulation in OCC is similar to

that of photodiode based OOK modulation. However, to achieve communication

in the visible light spectrum, special care has to be taken to avoid flickering while

performing data transmission. Thus, flickering issues can be tackled by having

higher frequencies of ‘on-off’ cycles and using a suitable bit encoding technique

like Manchester encoding. However, in OCC, the ‘on-off’ cycles cannot be di-

rectly decoded because the frame rate of a standard camera is lower than the

operational flicker-free frequency of the transmitter. The sequence of activation

of micro photodiodes in a camera produces images containing alternate black and

white stripes. The rolling shutter phenomenon is used to address the issue of

high-frequency ‘on/off’ cycles. The captured image is the result of serial activa-

tion of the array of micro photo-sensors of the camera. It results in registering

transmitter states at different pixels at different times; which results in an image

containing bands/stripes/rolls. The color of these stripes represents received bits.

Dark stripes are for logic 0, and bright stripes are for logic 1. The width of dark

and bright stripes will be equal, however, for Manchester encoded bits there could

be maximum two consecutive 0s or two 1s which will have twice the width of one

0 or one 1 bit. For example, if the width of dark and bright bands is 10 pixels

individually, then Manchester encoded bit pattern ’100101’ will have widths like

10, 20, 10, 10, 10 pixels.

4.3.1.1 Encoding in OOK Modulation

The algorithmic implementation of OOK Modulation using a programmable board

is as shown in Algorithm 12. Here the Setup function is used to initialize the LED-

connected pins and a predefined test message. Loop function is used to perform

repetitive tasks, which include sending the start bit pattern for synchronization

before each byte is sent, followed by transmission of each bit of a byte. Further-

more, the Send function encodes the received bit into Manchester format and

controls the LED states, respectively. For example, if the received bit is 1, post

encoding, it becomes 0,1, represented by ‘off’ states followed by the ‘on’ state of

the LED. A minimum delay is decided, which should satisfy the flicker-free char-

acteristic of light at the transmitter and the observable width of the stripe at the

receiver. Depending on this value of x, the data rate and width of the observable

stripes in the image are controlled. The size of the transmitter and distance from

the receiver also affects the number of observable stripes.
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Algorithm 12 OOK Modulation for Li-Fi Transmitter

1: function Setup
2: Set pin mode to output for all the LED-connected Pins
3: Set message
4: end function

5: function Loop
6: Send(Start Bit Pattern)
7: for each byte in message do
8: for each bit in the byte do
9: Send(bit)
10: end for
11: end for
12: end function

13: function Send(a) ▷ Manchester encoding and LED Control
14: if a is 0 then
15: LED On ▷ Signifies ’1’
16: delay(x)
17: LED Off ▷ Signifies ’0’
18: delay(x)
19: else if a is 1 then
20: LED Off ▷ Signifies ’0’
21: delay(x)
22: LED On ▷ Signifies ’1’
23: delay(x)
24: end if
25: end function

4.3.1.2 Decoding in OOK Modulation

Quick adaptive thresholding is used for decoding received signals. It calculates

the moving average of grayscale values of the columnar sum of pixels from the

cropped RoI.

The algorithm consumes least memory for hardware implementation than other

thresholding techniques such as Polynomial Fitting and Iterative ThresholdingLiu

et al. (2016). It is expressed mathematically as follows, where yi be the grayscale

value of a pixel at point i and assume fs(i) be the sum of the values of the last s

pixels at point i; hence it can be represented in Eq. 4.1,

fs(i) =
s−1∑
n=0

yi−n (4.1)
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A much faster way to calculate the weighted moving average is to subtract

1/s part of it and add the value of only the latest pixel instead of all s pixels;

This is like emphasizing the grayscale values closer to the target value. Then the

threshold in the quick adaptive thresholding is represented by Eq. 4.2, where r is

the adjustment ratio.

T =
r
∑S−1

n=0(1−
1
S
)nyi−n

1

S−1∑
n=0

(1− 1

S
)n (4.2)

Algorithm 13 OOK Demodulation for OCC-LiFi Receiver

1: Initialize a Buffer(size)
2: function ImageToPulse(CroppedImage)
3: Return colomwise sum
4: end function

5: function Main(video)
6: for each frame in the video do
7: Preprocessing(image) ▷ As shown in Alg.19
8: ImageToPulse(CroppedImage)
9: Append the obtained vector to a buffer
10: if buffer size is full then
11: Normalize Values in buffer
12: for each value in the buffer do
13: if value > Sliding Window Average then
14: decode bit as 1
15: else if value < Sliding Window Average then
16: decode bit as 0
17: end if
18: end for
19: end if
20: end for
21: end function

The process of demodulation of the received OOK signal at the receiver is as

shown in Algorithm 13. This process is divided into three parts, namely image pre-

processing, conversion of image to pulses, and finally the main orchestrator func-

tion. In Main function the video stream of an active VLC transmitter is recorded

which is further processed frames by frame. Each frame is passed to Preprocessing

function, which returns the RoI identified by using image processing techniques.

The returned RoI is converted to a vector under the ImageToPulse function.

Obtained vector value is appended to a predefined buffer of arbitrary size. The
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process is repeated till the size of the buffer is full. Finally, data normalization

is performed on the buffer, and each value in the buffer is compared with the

threshold obtained by the sliding window average. Based on the outcome of the

comparison, the bit value is decoded.

4.3.2 BFS-OOK Modulation

Each bit is represented as one stripe in the captured image with OOK modulation.

Although it provides a higher data rate, at the cost of increased sensitivity to noise.

Additionally, the distance between the transmitter and the receiver is strictly

related to the data rate. With a slight change in the distance, the number of

observed stripes changes, and thus the decoded bits. Alternatively, in FS-OOK,

the data is directly encoded in the form of frequencies of ‘on/off’ cycles. Therefore,

by identifying the transmitting frequencies, the receiver can demodulate the signal.

In BFS-OOK, two frequencies are used for representing logic 1 and 0 respectively.

4.3.2.1 Encoding in BFS-OOK Modulation

The steps involved in encoding data under a BFS-OOK modulation technique are

as shown in Algorithm 14. Here, the Setup function initializes parameters such

as pins connected to the microcontroller, delay values, number of stripes, and

test message. Delay1 and Delay2 is used have different frequencies for ‘on/off’

cycles, whereas, NumberOfStripes1 and NumberOfStripes2 are used for pre-

setting observable stripes at the receiver for fixed distance of 20 cm. The function

Frequency accepts two parameters, namely as NumberOfStripes and Delay,

based on which the frequency and number of iterations of ‘on/off’ cycles are de-

cided. Send function accepts binary values as input, depending upon which the

corresponding frequency is selected. Loop function is used to repetitively transmit

start bit frequency followed by individual bits from the defined message.

4.3.2.2 Decoding in BFS-OOK Modulation

BFS-OOK modulation uses distinct OOK frequencies to transmit logic ones and

logic zeros, respectively. Thus, the thresholding scheme used for BFS-OOK has

to distinguish between these two frequencies. This can be achieved in two ways,

either by finding the number of stripes in the image or by finding the width of

stripes. Eq. 4.3, shows the implementation of a function to count the number of

stripes from the given frame. Here, NStripes represents the number of stripes, and

C is the set of values obtained after performing column-wise sum, normalization,
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Algorithm 14 BFS-OOK Modulation for VLC Transmitter

1: function Setup
2: Set pin mode to output for all the LED connected Pins
3: Set Delay1 and Delay2
4: Set NumberOfStripes1, NumberOfStripes2
5: Set message
6: end function

7: function Frequency(NumberOfStripes,Delay)
8: for i=0 to NumberOfStripes do
9: LED On
10: delay(Delay)
11: LED Off
12: delay(Delay)
13: end for
14: end function

15: function Send(a)
16: if a is 0 then
17: Frequency(NumberOfStripes1,Delay1)
18: else if a is 1 then
19: Frequency(NumberOfStripes2,Delay2)
20: end if
21: end function

22: function Loop
23: Send(Start Bit Pattern)
24: for each byte in message do
25: for each bit in the byte do
26: Send(bit)
27: end for
28: end for
29: end function
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and binarization. Thus C consists only of binary values, and m is the length of

the vector C.

NStripes =

∑m−1
1 (Ci − Ci+1)

2

2
(4.3)

Consider for a sample binary bit stream of b1, b2, b3, b4, b5, b6, b7 represented

by 0,0,1,1,1,0,0. Here, consecutive 1s represent a white stripe. After performing

(Ci − Ci+1)
2 from b1 to b7 the output generated is 0,1,0,0,0,1,0. After performing

summation over it we get 2 which represent edges of the stripe and by dividing it

by 2 we get 1 i.e., the 1 white stripe is detected. For detecting the width of stripes,

Eq. 4.4 and 4.5 is used. Here, counti maintains the sum of consecutive non-zero

values. Thus, bit values from b1 − b7 are represented as 0,0,1,2,3,0,0 respectively.

By finding the maximum of all the values, the maximum width of the stripe in

the frame is estimated.

counti =

counti−1 + 1, ifmax > counti

0, otherwise
(4.4)

max =

max ifmax > counti

counti otherwise
(4.5)

Algorithm 15 shows algorithmic implementation of BFS-OOK receiver based on

discussed equations. Post thresholding the value obtained is added to a buffer.

Once the size of this buffer is full, data normalization is performed. Each value

from the buffer is then compared with the obtained threshold from the previous

function, and the respective binary value is decoded.
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Algorithm 15 BFS-OOK Demodulation for VLC-OCC Receiver

1: Initialize a Buffer(size)
2: function CountEdges(CroppedImage)
3: Perform Edge detection
4: Return number of edges detected
5: end function

6: function CountWidth(CroppedImage)
7: Convert to a Row Vector using Columnwise Sum
8: Normalize the Row
9: Binarize the row
10: Find length non-zero sub-sequences
11: Return average width
12: end function

13: function Main(video)
14: for each frame in the video do
15: Preprocessing(image) ▷ As shown in Alg.19
16: CountEdges(CroppedImage)/CountWidth(CroppedImage)
17: Append the obtained vector to a buffer
18: if buffer size is full then
19: Normalize Values in buffer
20: for each value in the buffer do
21: if value ¿ Sliding Window Average then
22: decode bit as 1
23: else if value ¡ Sliding Window Average then
24: decode bit as 0
25: end if
26: end for
27: end if
28: end for
29: end function

4.3.3 Proposed HFSPDM Modulation

Figure 4.6 shows the arrangement of frequencies to distinguish data pattern from

start/stop bit pattern. Here, F1, F2, and F3 represent three distinct frequencies

that satisfy specific relations. For example, F1 = 4 × F3 , F1 = 2 × F2 and

F2 = 2× F3. Here, F1 represents the start bit pattern frequency. Identification

of this frequency enables us to estimate the next frames. The data bit pattern is

divided into two subparts to map with the desired bit pattern. The combination

of two frequencies represents four 2-bit patterns such as 00, 10, 01, and 11. The
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Figure 4.6: Sample Frame Format in terms of Frequency for HFSPDM

Table 4.2: HFSPDM Frequency Mapping Table

Data Bit Frequency Distribution Pulse Shape

00 F2(100%)+F3(0%)

01 F2(75%)+F3(25%)

10 F2(25%)+F3(75%)

11 F2(0%)+F3(100%)

data bit pattern is enclosed within two consecutive start bit patterns. Table 4.2

shows the mapping of four 2-bit patterns to their respective frequencies, duty

cycles, and pulse shape. The modulation method is a hybrid of FSK and PDM

since frequency duration is used for decoding bits.

4.3.3.1 Encoding in HFSPDM Modulation

The steps involved in the encoding of data bits using HFSPDM is as shown in

Algorithm 16. The working of Frequency and Send functions is the same as

explained in Sec. 4.3.2.1 except for a minor change with respect number of bits

sent. In the proposed technique, 2 bits are passed to the Send function thus,

the Send function has to handle four states. Additionally, since the start bit is

represented by a different frequency, the Send function has to also handle the

fifth case of the start bit pattern. For, the purpose of convenience each bit pair

is divided into four calls to the Frequency function. thus, depending on the bit

pair, the corresponding frequency duration can be controlled. For example, if the

bit pair is 00, then F2 frequency i.e., Frequency(NumOfStripes2, Delay2) will

be called 4 times. Whereas, if the bit pair is 01, Frequency F2 will be called 3

times followed by Frequency F3 i.e.,Frequency(NumOfStripes3, Delay3) which

will be called only once. Typically, the encoded frequencies follow the Nyquist

sampling theorem, and the relation between the number of stripes, delay, and
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Algorithm 16 HFSPDM for Li-Fi Transmitter

1: function Send(a)
2: switch a do
3: case 00
4: 4 times Frequency(NumOfStripes2,Delay2)

5: case 10
6: Frequency(NumOfStripes2,Delay2)
7: 3 times Frequency(NumOfStripes3,Delay3)

8: case 01
9: 3 times Frequency(NumOfStripes2,Delay2)
10: Frequency(NumOfStripes3,Delay3)

11: case 11
12: 4 times Frequency(NumOfStripes3,Delay3)

13: case StartBit
14: Frequency(NumOfStripes1,Delay1)

15: end function

frame rate is provided as follows:

Br =
Fr

2
(4.6)

D1 =
1

2
× (((1/Br)× 106)/Nl1) (4.7)

D2 =
1

2
× (((1/Br)× 106)/(2×Nl1)) (4.8)

F1 =
1

D1

, (whereF1 > Fff ) (4.9)

F2 =
1

D2

, (whereF2 > Fff ) (4.10)

Here, Fr is the camera frame rate, Br is the bit encoding rate, Nl1 is the number

of stripes expected, D1 and D2 is the delay between the ‘On-Off’ cycle, resulting

into frequency F1 and F2. These frequencies represent logic 1 and 0. Special care

should be taken while assigning the number of lines as it affects the frequency and

detection of stripes. The frequency should be more than the minimum flicker-free

frequency (Fff ), i.e., 200Hz.

4.3.3.2 Decoding in HFSPDM Modulation

Decoding of HFSPDM modulated signal requires two thresholding steps. The first

thresholding is performed to identify the frequencies, while the second thresholding
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is performed to identify the duration of frequencies. The first level of thresholding

is performed similarly to BFS-OOK as discussed in Sec. 4.3.2.2, which provides

the largest stripe width from each frame. The widest stripe from sample frames

should be four times the width of the smallest stripe due to the preset relation

between frequencies. However, as the practical system is prone to external noise,

an error margin of 10% of the widest stripe is set. Thus, the relation between the

widths of different frequencies is given as follows, where W1, W2, and W3 are

widths of stripes in the frames for frequencies F1, F2, and F3, respectively.

W3 = 4×W1± W1

10
(4.11)

Stripe width of second frequency can be estimated from W3 and W1 as shown in

Eq.4.12

W2 =
W3

2
± W1

10
(4.12)

After finding frequency from the frames, second thresholding is applied based

on Percentage Frequency Frame Ratio (PFFR). In this method, the percentage

occurrence of any frequency frame out off F2 and F3 can be considered.

For example Eq.4.13 shows PF2 as percentage of F2 frequency frames. Where

TF2 is the total number of frames between successive start frames containing F2

frequency and NFrames is the total number of frames between successive start

frames.

PF2 =
TF2

NFrames

× 100 (4.13)

The algorithmic implementation of HFSPDM is as shown in Algorithm 17. The

duration of frequencies should be more than twice the frame rate of the camera

for sampling. Here, assuming pre-processing is performed, a sample set of stripe

widths from the video stream is created. The frames can be identified in F1,

F2, and F3 frequency frames from the obtained widths. Finally, the bit pairs are

decoded by counting the number of F2 and F3 frequency frames and comparing

them with the threshold values. Here two Boolean flags are used to track start bit

frequency F1 and count the number of F2 F3 frequency frames. Fr2 and Fr3

consist of the count of respective frequency frames and the percentage of F2 or

F3 frequency is estimated. The obtained percentage is then used to decode the

bit pair using percentage mapping applied during encoding.
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Algorithm 17 HFSPDM Demodulation for Li-Fi Receiver

1: function CountFrequencyFrame(CroppedImage)
2: W=CountWidth(CroppedImage)
3: if W==F1 and Flag1==0 and Flag2=0 then
4: Set Flag1=1
5: else if W==F2 and Flag1==1 then
6: Set Flag2=1
7: Increment Counter for F2
8: else if W==F3 and Flag1==1 then
9: Set Flag2=1
10: Increment Counter for F3
11: else if W==F1 and Flag1==1 and Flag2==1 then
12: Set Flag1=0
13: Set Flag2=0
14: Return Count of F2 and F3 Frequency containing frames
15: end if
16: end function

17: function Main(video)
18: for each frame in the video do
19: Preprocessing(image) ▷ As shown in 19
20: CountWidth(CroppedImage)
21: Append the obtained value in a buffer
22: if buffer size is full then
23: F1=min(buffer)
24: F3=4xF1+F1/10
25: F2=F3/2+F1/10
26: end if
27: end for
28: for each frame in the video do
29: Fr2,Fr3=CountFrequencyFrames(CroppedImage)
30: Compare with the threshold value
31: Decode bit pair
32: end for
33: end function
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4.4 Experimental Setup

In this section, the hardware and software details used for the implementation of

proposed OCC testbed and camera parameters used for testing are discussed.

4.4.1 Rolling shutter based OCC Testbed Setup

A circuit diagram for controlling LED as Li-Fi Transmitter is shown in Figure

4.7a. For building the VLC transmitter testbed an Arduino mirco programmable

board is used. Three off-the-shelf multi-color LEDs are connected to the board.

To avoid direct exposure to these bright lights and to have a well-defined shape

transmitter a simple diffuser is used. Thus with a diffuser, the radius of the trans-

mitter is 3cm. Figure 4.7 shows the implemented VLC Transmitter under different

conditions such as b) without a diffuser, c) with a diffuser, and d) operational.

Each modulation technique is tested for a variable distance between transmitter

and receiver and at different frequencies. Figure 4.8 shows the experimental setup

for the performance evaluation of the proposed technique.

(a) VLC Transmitter (b) VLC Transmitter
with Diffuser

(c) Operational VLC
Transmitter

Figure 4.7: Li-Fi Transmitter

The SNR was measured by keeping the brightness, contrast and exposure pa-

rameters constant under different ambient light values i.e., 50 lux and 120 lux. Eq.

5.15 gives sum of pixel intensities of the image where, Pij is pixel intensity of gray

scaled image at position i, j and Zi is an image frame. As shown in Eq. 5.14 Ai

is image frame containing active transmitter while Bi is image frame containing

inactive transmitter. The average pixel intensity observed with transmitter ‘on’
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was considered as signal power while the average pixel intensity of frame with

transmitter ‘off’ was considered as noise power to estimate SNR.

Li-Fi Transmitter

Li-Fi Transmitter

Mobile Phone Receiver
Mobile Phone Receiver

Distance: 20cm

Distance: 40cm

Figure 4.8: Experimental Setup with Transmitter and Receiver distances as 20cm
and 40cm from left respectively

Zi =

y∑
j=1

x∑
i=1

Pij (4.14)

SNRdB = 10× log

√
1
n

∑n−1
i=0 |Ai|2√

1
n

∑n−1
i=0 |Bi|2

(4.15)

4.4.2 Camera Parameters

For the experimental analysis of the proposed method, a video feed from an Oppo

A3S android phone camera is taken, and an application named “Open Camera”

is used to adjust the exposure and frame rate. Other parameters are as shown in

Table.4.3:

Table 4.3: Camera Parameter

Parameter Value Parameter Value
Exposure ISO3200 Contrast 100

Frame Rate 30FPS Brightness 100
Resolution 160x96 Ambient Light 50-120 lux
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4.5 Results and Discussion

This section discusses the results obtained from each experimental evaluation of

each modulation technique.

Figure 4.9 shows that as the distance and ambient light intensity increases the

SNR value decreases. Further experiments were conducted by keeping the ambient

light intensity between 50-60 lux as it provided better SNR. Stress pattern of

alternate 0 and 1 is used for finding BER.

2 0 4 0 6 0 8 0 1 0 0 1 2 0 1 4 0 1 6 0 1 8 0 2 0 0
0

1 0

2 0

3 0

4 0

5 0

6 0

SN
R(d

B)

D i s t a n c e  ( c m )

  5 0   l u x
 1 2 0  l u x

Figure 4.9: SNR vs Distance vs Ambient Light

The results for OOK, BFS-OOK, and the proposed HFSPDM modulation

technique are represented in separate subsections. These results majorly show

the number of detectable stripes for various frequencies at various distances. It

also shows the average width of the stripe based on the corresponding frequency.

Also, the result highlights the BER performance under varying distances for each

implemented modulation technique. Finally, the performance of the proposed

modulation technique is compared with existing techniques.
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4.5.1 Results for OOK

The first experiment was to analyze the effect of OOK modulation frequency con-

cerning distance. The number of stripes detected from the frame is the evaluation

parameter. For each frequency and distance, an average of 5 tests is considered.

Figure 4.10: OOK Modulation Distance vs Detectable Stripes for various frequen-
cies

As shown in Figure 4.10, it is observed that for the shorter distance, the num-

ber of stripes detected is more and drastically decreases with the increase in the

distance. It is majorly because of the decrease in the RoI region while stripe width

stays constant. Thus, an optimal trade-off between frequency, distance, and size of

light aperture is required. The number of detectable stripes in OOK modulation

is directly proportional to the data rate.

The other experiment was to analyze the relation between stripe width and

distance. As shown in Figure 4.11, it was observed that stripe width is inversely

proportional to frequency. However, it was also observed that there was no sig-

nificant visible stripe for very low frequencies and greater distances; this is due to

the size of the aperture and the number of pixels it occupied in the image/video.

Here, the stripe width remains constant, but identification of RoI based on the im-

plemented pre-processing techniques fails as the distance increases; this is majorly



97 CHAPTER 4

400 800 1200 1600 2000 2400 2800
0

20

40

60

80

100

120

140
St

rip
e 

W
id

th
 (p

ix
el

s)

Frequency (Hz)

 10 cm
 20 cm
 30 cm
 40 cm

Distance

Figure 4.11: OOK Modulation Frequency vs Stripe Width

due to the absence of the brightest blob in the image as the transmitter appears

to be overlapped by a dark stripe.

Also, the decrease in the size of stripe width is observed to follow the elliptic

curve, where the curve reaches its minimum at the frequency of 2000Hz for a fixed

distance of 20cm and starts ascending again. This behavior was observed due to

the phenomenon of pixel spreading which results in stripes with smaller widths

spreading and causing boundary detection error.

The steps involved in pre-processing and identification of the number of stripes

and stripe width are shown in Figure 4.12. Here, two cases with the same OOK

frequency but varying distances are shown. The number of stripes detected is

dependent on the distance, whereas the width of the stripe remains almost iden-

tical. It was an important observation as it defined a reliable feature to identify

frequencies in BFS-OOK.

Figure 4.13, shows the comparison between various window sizes for quick

adaptive thresholding. It is observed via trial and error that for smaller window

sizes threshold is more adaptive.
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Figure 4.13: OOK Sliding Window Thresholding
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Figure 4.14: OOK BER vs Distance

Thus, by keeping the window size to 10, experiments to test the BER of OOK

system are conducted. The evaluation is performed based on the percentage of

wrongly received bits out of 2048 bits. As shown in Figure 4.14, it was observed

that for lower bit rate, the rate of change in BER concerning distance is compara-

tively slower than higher frequencies; this is because detection of LED state under

lower frequency is better compared to a higher frequency.
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Thus, in OOK modulation, as the number of bits represented per frame is pro-

portional to the distance between transmitter and receiver, the accuracy decreases

at a higher data rate due to frame loss.

4.5.2 Results for BFSOOK

Based on the experiments conducted for OOK, it was evident that for the classifi-

cation of frequencies the stripes’ width is a better deciding factor than the number

of stripes. Thus, the max of widths per frame is used to identify the frequency

and thus determine the bit.
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Figure 4.15: BFSOOK max widths per Frame and Thresholding Window

Figure 4.15 shows max widths of subsequent frequencies used for representing

logic 0 and 1. 500Hz and 1000Hz are the two frequencies used, and the distance

of 20cm is kept constant for testing the thresholding method. Figure 4.15 also

shows that a sliding window size of 5 provided more adaptive thresholding for the

determination of bits. Further, by keeping window size constant, the accuracy of

the modulation scheme is tested. The frequencies selected follow F2 = 2×F1, to

enable better classification, where F1 and F2 are frequencies for bit 0 and 1.

Figure 4.16 shows the BER in percentage considering 2048 bits at varying

distances. Here, F1 frequency is used for representation. It is observed from the
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Figure 4.16: BFSOOK BER vs Distance

result that the BER(%) is 0% for F1 = 200Hz viz. F2 = 400Hz. This is because

the difference between the widths for F1 and F2 frequency is prominent and thus

easy to decode. Whereas, due to the elliptic relation between width and frequency,

as the frequency increases, there is a decrease in the difference between widths,

making bit estimation more prone to errors resulting in an increase in BER.

BFS-OOK is more robust than OOK as the technique is inherently asyn-

chronous and independent of distance. This modulation method provides better

accuracy than OOK, even for a distance up to 40cm considering a smaller trans-

mitter. However, the obtained data rate is lower than OOK as the number of

frames required to decode the bit is higher.

4.5.3 Results for HFSPDM

The frequencies used for HFSPDM follow relation of F3 = 2 × F2 = 4 × F1.

Figure 4.17 shows the obtained signal in terms of column sum for each frame. In

order to provide ease of understanding and representation, the duration for each

frequency is extended to multiple frames, and a repeated sequence of four 2-bit

pairs is transmitted. A sliding window of size 5 is used to smoothen the obtained

signal, which is then further processed to identify the frequencies.
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Figure 4.17: HFSPDM Signal
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Figure 4.18: Filtered HFSPDM Signal

Figure 4.18 shows the filtered signal. Three levels can be identified from the

signal; the lowermost level shows frames with stripe widths of 22 pixels approxi-

mately, the second level at a width of around 45 pixels, and the third level at a

width of 80 pixels approximately. Each of these levels represents three distinct fre-

quencies. The number of frames containing frequencies 2 and 3 between successive

frequency 1 frame is identified for decoding. The final bit pair is decoded based

on the percentage of frequency 2 frames. Figure 4.18 shows repeated decoding of

bit patterns 00,01,10 and 11.



103 CHAPTER 4

1 0 1 5 2 0 2 5 3 0 3 5 4 0

0 . 0 0

0 . 0 2

0 . 0 4

0 . 0 6

0 . 0 8

0 . 1 0

BE
R/b

ps

D i s t a n c e  ( c m )

 O O K  2 0 0 0  b p s
 B F S - O O K  1 5  b p s
 H F S P D M  1 5  b p s

Figure 4.19: Accuracy Comparison of OOK, BFSOOK, and HFSPDM

Table 4.4: HFSPDM vs OOK vs BFSOOK

Modulation
Technique

BER/bps
No. of frames

per bit
Distance (cm)

OOK 0.06 0.05 < 20
BFSOOK 0 3 > 20
HFSPDM 0.04 2.5 > 20

An overall comparison of all three implemented techniques, i.e., OOK, BFS-OOK,

and HFSPDM, is shown in Figure 4.19. The best results for each technique are

compared. In general, bit rate should be kept constant for comparing BERs. How-

ever, OOK operates at very high bit rates compared to BFS-OOK and HFSPDM,

thus, the ratio of BER to bit rate is used as metrics to evaluate. Hence, the lower

the value better will be the performance of the technique. It was observed that

BFS-OOK provided consistent BER/bits-per-second (bps) close to 0 for frequency

200Hz while our proposed HFSPDM technique has shown BER/bps closer to 0.04.

However, it was also observed that in HFSPDM, the number of frames required

to transmit the same amount of data as that in BFS-OOK was considerably lesser

but more than OOK. This is because HFSPDM represents 2 bits per 5 frames on

average, whereas BFS-OOK represents 1 bit per 3 frames. The bit to frame ratio

is much higher in OOK which is of order 20 bits-per-frame; however, HFSPDM

gives better BER for longer distances than OOK based on standard implementa-

tion using low-cost devices. Table 4.4 shows the relative performance of HFSPDM

in comparison with OOK and BFS-OOK.
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4.6 Proposed Indoor Positioning System using

Rolling Shutter based OCC: An Application

Figure 4.20: LiCamPos Block Diagram

The aim of the proposed system is to design, implement and evaluate the

performance of a rolling shutter-based OCC IPS. The basic building blocks of our

proposed system are as shown in Figure 4.20.

The proposed system is named as “LiCamPos” which is derived from the com-

bination of its integral blocks, i.e., Li-Fi, camera, and positioning. It is divided into

two parts namely as position beacons and receiver. Position beacons will be SMD

LEDs connected to a micro-controller also called as LED-driver. One such pair

of LED and its driver is called as Node. Each of these LEDs in the nodes will be

programmed to blink at a very high frequency such that normal human eyes can-

not see it flickering. This frequency is also called as flicker-free frequency (Marcu

et al. 2018). All the nodes will be connected to a centralized micro-controller to

assign specific flicker free frequencies to each node. These nodes will work as posi-

tion beacons and OOK modulation is used to achieve to encode and broadcast the

information. At the receiver side, the user will have proposed application installed

in the mobile phone through which these positions will be decoded. The applica-

tion requires mobile camera to identify the flickering pattern from the beacon and

thus estimate the location. The aim is to harness rolling shutter phenomenon of

camera to identify location and thus build an indoor positioning system.
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The Li-Fi position beacons will be continuously flickering at specific frequen-

cies. The proposed application will have a button on screen to trigger the process

of finding current position. The algorithm will run in following stages on press of

“Find Position” button after the mobile camera is below the beacon under FoV :

• Identify Region of Interest

• Find the number of stripes

• Find the average width of stripes

• Determine the distance between the beacon and receiver based on the num-

ber of stripes

• Determine position based on the average width of the stripes

Figure 4.21: LiCamPos Block Diagram

Finally, the mobile application will get updated with the position and the

same will be displayed on the mobile screen. It will use the location informa-

tion to provide additional information about the location or location-specific ads.

If the button is pressed when the beacon is outside the camera’s FoV, then a

“Location Unknown” message will appear. The proposed IPS application uses

the results observed during the implementation of HFSPDM (Sec.4.5.1) to assign
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beacon frequencies. The proposed application will aid most use cases that are

driven by either: optimization, increased oversight, automation, or improved user

experience.

Figure 4.21 shows flow of information in the proposed “LiCamPos” system.

The process initiates with loading of beacon location information to LED drivers.

Each beacon LED is mapped with predefined blink frequency. For example, beacon

representing location “A” will blink at 800Hz. At the receiver side, user has to open

the proposed mobile app and align the LED beacon in the camera FoV. When FoV

of the receiver’s mobile phone camera configured at 30 fps and exposure ISO3200

comes under beacon “A”, it shows dark and bright stripes. The app has a button

“Find Location” which starts video processing. The video is processed frame-

by-frame and each frame undergoes same image processing steps as discussed in

Sec. 4.2.4 which generates sequences of repeating zeros and ones. Number of

zeros are counted between each successive ones to get width of stripes. All stripe

widths are stored in a list over which an averaging function is applied to obtain

final stripe width for corresponding frame. As this stripe width is in relation

with blink frequency of “A”, by identifying stripe width the location of “A” is

successfully decoded. The entire image processing is implemented using OpenCV

library of Python and then integrated in Andriod Studio. A key-value pair is used

to provide location specific ad or message in the advertisement section of app.

Table 4.5: Experimental Setup

Parameter Value
Exposure ISO3200

Frame Rate 30FPS
Resolution 800x480

Video Bit Rate 2000Kbps

Table. 4.5 shows the camera parameter used for testing the proposed system.

Open Camera App (Opencamera 2019) is used to change mobile camera charac-

teristics. The OCC testbed setup built in Sec.4.4.1 is used to build the proposed

application.

4.7 Results and Discussion

Three frequencies were selected based on clarity in observable stripe width differ-

ence to represent three locations as shown in Table.4.6.
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Table 4.6: Frequency-Location Mapping

Name Frequency Location Advertisement

F1 400Hz A
This section shows additional

information at A

F2 800Hz B
This section shows additional

information at B

F3 1200Hz C
This section shows additional

information at C

(a) Position A Distance 20 cm (b) Position B Distance 20 cm

Figure 4.22: Same distance variable position

Figure 4.22, shows screenshots of app under beacon position A and B at the

distance of 20cm. Beacon A is blinking at 800Hz thus, number of stripes is less

and width is more compare to beacon B. App shows decoded beacon information

and distance from beacon based on stripe width and number of stripes as well as

stored message specific to the location.

Figure 4.23 shows same beacon at variable distances. It shows that for beacon

“A”, as the distance increases the number of stripes decreases. Beacon “A” is

decoded based on stripe width, while the distance is estimated based on number

of stripes.
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(a) Position A Distance 10 cm (b) Position A Distance 40 cm

Figure 4.23: Position A at varying distances

4.8 Summary

In this chapter, a novel rolling shutter based OCC modulation technique called

HFSPDM was proposed and implemented on an in-house VLC testbed. Two

other modulation techniques, OOK and BFSOOK, were implemented on the same

testbed to compare their performances with the proposed technique. Through

experiments, it was observed that as the distance between Tx and Rx increases the

number of detectable stripes decreases independent of frequencies. It is mainly due

to the decrease in size of RoI. As the distance increases RoI becomes smaller while

the stripe width remains constant. These results helped in extracting distance

information based on a number of detectable stripes. It was also observed that

the stripe width decreases up to a certain level with an increase is frequency,

however it starts increasing at higher frequencies. It is due to pixel bleeding and

blurring of image which causes identification of edges difficult.

The best results for each technique were compared. It was observed that

BFS-OOK provided consistent BER/bps of close to 0 for a frequency 200Hz while

our proposed HFSPDM technique has shown BER/bps closer to 0.04. It was also

observed that in HFSPDM, the number of frames required to transmit the same

amount of data as that in BFS-OOK was considerably lesser but more than OOK;



109 CHAPTER 4

it is due to the fact that HFSPDM represents, on average, 2 bits per 5 frames,

whereas BFS-OOK represents 1 bit per 3 frames. The bit-to-frame ratio is higher

in terms of OOK; however, HFSPDM gives better BER for longer distances than

OOK as OOK is more sensitive to noise. Thus, it can be concluded that HFSPDM

can be used in OCC applications that require low computation and high accuracy

for comparatively longer distances.

As an extension to the work on HFSPDM, an IPS using VLC and OCC has

been designed and implemented. In our proposed system, the use of rolling shutter

phenomenon obtained images of LED beacon flickering at specific frequency with

alternate bright and dark stripes. The relation between these stripe widths and

frequency was used to estimate the user position, and the relation between number

of stripes and distance was used to estimate distance from beacon. It was observed

that the proposed IPS system works fine until the aperture size is large enough

to be detected by the camera and stripe width is smaller that detected aperture.

Finally, the android application housing the proposed system showed location

specific messages when requested.

The proposed works used rolling shutter phenomenon to build a VLC system

using readily available mobile phone camera. However, the dependence on the

size of the Tx aperture, limits the achievable bandwidth and restricts the user

movement. Thus, there is need to have more robust technique to achieve VLC

using OCC.
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Proposed 2D pattern based

Optical Camera Communication

Techniques

Under OCC, the communication systems can be classified into rolling shutter and

global shutter depending on the activation sequence of photosensors within the

camera, as shown in Figure 5.1.

a) Rolling Shutter b) Global Shutter

Top row begins 
exposure

Top row ends 
exposure for Frame 1 
and begins Frame 2

Entire sensor begins and ends 
exposure simultaneouslyTop Row

Bottom Row

Sensor 
Row

Time Bottom row 
exposure begins

Bottom row 
exposure begins

Bottom row ends 
exposure for Frame 1 
and begins Frame 2

Sensor Column 
Arrangement

Frame 1 Frame 2 Frame 1 Frame 2

Figure 5.1: Sensor activation sequence in Rolling Shutter and Global Shutter

The rolling shutter effect is observed when the sensors are activated in row-wise

or column-wise sequences one after the other within the 2D array of photosensors.

While in global shutter, all the photosensors in the 2D array are activated simul-
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taneously. VLC, Li-Fi, and OCC systems are inherently limited to IM/DD, which

generally involves frequent switching ‘on’ and ‘off’ of LEDs. Thus, data can be

modulated by controlling the parameters such as light intensity, blink frequency,

and color, which can be observed by camera (Chavez-Burbano et al. 2017).

Although the OCC system based on rolling shutter can provide data rates up

to 10-100 Kbps, the operational distance without external magnification is up to

2m and highly prone to errors (Nguyen et al. 2019a; Zinda et al. 2018). Thus, it

is suitable only for such IoT applications that require fixed short-distance com-

munication. However, IoT applications that require communication over larger

distances and which have low data-rate demands can use global shutter or under-

sampled rolling shutter-based OCC for communication.

With an aim to improve OCC communication distance and test the compati-

bility with IoT system, one novel pattern-based communication technique and two

OCC-IoT-based applications are proposed in this chapter. A common hardware

setup is used for each technique. For the proposed novel pattern-based OCC, the

data to be transmitted is converted into a specially designed 8× 8 pattern which

is projected using 2D LED matrix. The pattern is extracted from video frames

at the Rx side and compared with the dataset of patterns. A successful pattern

match decodes and reconstructs data at the Rx side. The proposed technique is

compared with the existing 8 × 8 pattern-based OCC technique with respect to

the distance of communication.

Whereas for the two proposed OCC-IoT applications, the existing data repre-

sentation patterns, i.e., QR-code and Aztec-code are adopted for OCC. Suitable

RoI extraction and rotation compensation techniques are used to recreate the sen-

sor data communicated by the Tx. The efficiency of the adopted patterns with

each other and with previous work is compared.

The key contributions of the proposed work are:

• Design of a novel 8x8 LED pattern with balanced energy and entropy for

robust long-distance detection and tolerance to minor intensity fluctuations.

• A simulation was built to evaluate and compare search algorithm speeds

required for proposed pattern communication techniques by considering the

distance and channel noise parameters.

• A Matlab application was built for real-time data communication using the

proposed technique and its performance was evaluated based on ambient

light intensity, distance, SNR, camera parameters, and BER(%).
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Figure 5.2: Video frame of data matrix pattern camera communication

• An IoT application was proposed, designed, implemented and evaluated us-

ing QR-code and Aztec-code patterns to communicate sensor data.

5.1 Related Work

In an OCC-based VLC system, rolling shutter-based techniques are more popular

based on the amount of literature available over the internet. Rolling shutter-based

modulation techniques generally involve high LED blink frequency which results

in observable stripes in the video frames. Moreover, the width of these stripes can

be changed based on incoming bits by controlling the delay between LED ‘on/off’

cycles. Thus, at the Tx side, the duration of LED ‘on/off’ cycle will be modulated

depending on the data to be sent. While at the receiver side, the data is recon-

structed by observing stripe widths and decoding the bits (Nguyen et al. 2016). An

IPS was proposed and evaluated based on OCC-OOK modulation (Rêgo and Fon-

seca 2021) which encoded beacon ID. The beacon information was re-transmitted

in loop fixed, and a data rate of 4 bits per frame was achieved. However, similar

to other OCC-OOK system (Nguyen and Jang 2021b), the proposed system is

vulnerable to errors, as the change in distance between transmitter and receiver

changes the number of bits per frame. To overcome the limitation of direct OOK

modulation, frequency-based modulation techniques such as FS-OOK (Le et al.

2014), BFS-OOK (Van Thang et al. 2018), Undersampled FS-OOK (U-FSOOK)

(Roberts 2013) were proposed. Although these techniques provide more robust-

ness and support for communication up to 2m, they are computationally more

intensive and provide a low data rate than OCC-OOK. Moreover, Rolling Shut-

ter (RS)-based OCC systems are dependent on the size of Tx aperture.
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With an objective to improve the data rate and robustness of the OCC sys-

tems, active research is done in the domain of display-to-camera communication.

A display screen is used to generate 2D patterns that will be captured and de-

coded on the Rx side. The selection of patterns that provide high information

density and are detectable over the required long distance is the motivation of

a few existing techniques. Several 2D data pattern representations are available;

however, given the limited dimension of 2D LED array, only a few are realizable

such as QR Code, Aztec code, and data matrix. Figure 5.2 shows a data matrix

8× 8 LED transmitter. All the techniques require an anchoring pattern for align-

ment compensation at the receiver side. A data rate of 15 Kbps was achieved

for multi-color 8 × 8 screen display (Nguyen et al. 2015). For the distance of

15cm, a throughput of 311.22 Kbps with an error rate of 10% was achieved for

TETRIS (Stafford et al. 2017) using four colors, 10 fps frame rate, and 14 × 14

pixel color blocks. Based on similar work, the proposed system in the paper by

Belyakov et al. (2020) demonstrated a bandwidth of 0.7 Mbps for a short distance

of 20cm. Although it was observed that screen/display-to-camera communication

systems provide higher data rates and robustness, they require dedicated display

screens, which makes them less efficient. However, it can be used in specific ap-

plication environments. Thus, to offload the requirement of dedicated high-cost

displays, a relatively very low-cost LED matrix was used to achieve pattern com-

munication (Nguyen and Jang 2021b). The author’s proposed technique uses QR

code-inspired patterns for transmitter identification and alignment, followed by an

embedded data payload pattern. For a high-resolution camera, the system show-

cased pattern communication up to 20m distance with a low error ratio. In another

work, an 8x8 LED matrix-based pattern communication technique was proposed

and evaluated for inter-drone communication (Navya Deepthi et al. 2018). The

system provided a high robustness data throughput of 64 bits per frame. A data

matrix-based scalable transmitter was proposed in paper (Griffiths et al. 2019).

The system can generate a data matrix of variable dimensions and showed BER

8.2x10−6 for 20m using a high-resolution camera. These works provided sufficient

insight into the challenges, applications, and evaluation metrics for pattern-based

OCC system. Various parameters such as entropy, uniformity, homogeneity, etc.,

were used to classify patterns and textures (Wang et al. 2020; Cavalin and Oliveira

2017; Hawashin et al. 2019).

These works provided an intuitive understanding of the proposed pattern’s

features. Our proposed work is inspired by these works to build a low-cost 2D

LED array-based robust and long-distance supporting OCC-VLC system.
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5.2 Proposed Work

The notations and their corresponding semantics which are used in the explanation

of the proposed work and implementation are shown in Table.5.1.

Transmitter (Tx)

Receiver (Rx)

Bit to LED Pattern 
MappingData Generator

LED Driver
+

8x8 LED Matrix

Data 
Reconstruction + 
Data Evaluation

Pattern to data 
reverse 

mapping

RoI Extraction + 
Rotation 

Compensation + 
Image Resizing

Webcam

Free Space 
Optical Channel

Figure 5.3: Functional block diagram of proposed system

The literature observed that recognition of images is a vital component in OCC

pattern-based communication. However, as the distance between the source and

camera increases, the pattern becomes less visible (Qv et al. 2019). Meanwhile,

decoding each pattern takes more extensive computational time, which affects the

achievable data rate. Hence, to achieve a high data rate by reducing computational

time and longer communication distance, a texture-inspired novel, hierarchical

image pattern classification-based approach for optical camera communication is

proposed. The functional block diagram of the proposed system is as shown in

Figure 5.3 where, the system is divided into two parts, namely as Tx and Rx.

A static text file or data generator block will generate sequentially 8-bit data

patterns. These patterns will be further mapped to the LEDs using a fixed rule.

A single large pattern will be created using nested patterns, namely, the outer

pattern (OP) and the inner pattern (IP). The mapped LEDs are then activated

to transmit data. On the receiver side, images are captured at a fixed interval,

and image pre-processing is performed to reconstruct data from the pattern. The

pattern matching for the inner and outer patterns will be achieved in parallel

by using multiple threads to reduce computational time for pattern recognition.

The proposed pattern was created based on preliminary experiments on the data
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Table 5.1: Notations for the proposed work

Notation Semantics
OP Outer Pattern
IP Inner Pattern

GLCM Gray-Level Co-occurrence Matrix
N Number of gray levels in the image
Pi,j Pixel intensity at position i, j
s Size of the pattern (8, 4, or 2)
sz Size of the pattern dataset (2s)
Cs Binary representation of numbers from 2s − 1 to 0

Ds
Array to store the binary representation of numbers

from 2s − 1 to 0
m Pattern dataset matrix
ms Pattern dataset sub-matrix
y Loop variable

SNRdB Signal-to-Noise Ratio in decibels
A Signal power
B Background noise power
n Number of samples
P Pixel brightness intensity
x Number of pixel columns in the image
y Number of pixel rows in the image

Power Power of the image
NErr Number of error bits
Nbits Total number of bits transmitted
BER Bit Error Rate

P1, P2,
P3, etc.

Positions in the 8× 8 pattern matrix where 2× 2
patterns are placed

N 2× 2 matrix of 0s representing inactive LEDs
L0, L1,
L2, L3,

L4

2× 2 binary patterns representing active LEDs mapped
to bit ”0” and corner patterns mapped to bit ”1”

Example Pattern Example pattern generated from the 8-bit data stream 10110111

Overall Pattern
Overall pattern matrix obtained by placing 2× 2

patterns at fixed positions in an 8× 8 binary matrix

Linear Search
A search technique where the complete 8× 8 pattern

is matched against a dataset of pre-generated images using
all possible 8-bit combinations

Binary Search
A search technique where the pattern is divided into outer
and inner patterns, which are matched separately against a

dataset of pre-generated 4-bit patterns
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Table 5.2: Comparison of Data Matrix Pattern vs Proposed Pattern

Parameter Data Matrix Proposed Pattern
Energy 0.2678 0.4399
Entropy 2.0028 1.6403

matrix pattern. Gray level Co-occurrence Matrix (GLCM) was used to evaluate

the energy and entropy of the patterns as shown in Equations 6.1 and 5.2. Here,

N is the number of gray levels in the image as specified by a number of levels

under quantization, and Pi,j is pixel intensity at position i, j.

The results in Table 5.2 show that, although the data matrix pattern can ac-

commodate more information compared to the proposed pattern, however, the

proposed pattern has higher energy than the data matrix, thus making the pro-

posed pattern more clearly visible from long distances. The proposed pattern is

described in detail as follows.

Energy =
N−1∑
i,j=0

(Pi,j)
2 (5.1)

Entropy =
N−1∑
i,j=0

− ln (Pi,j)Pi,j (5.2)

5.2.1 Encoding of Bit Pattern

A base 2 × 2 pattern will be set at particular positions to obtain the final 8 × 8

pattern. The pattern and position of the base pattern will be determined based

on the bit value and its index in a byte. Eight 2×2 binary patterns are positioned

across an 8 × 8 binary matrix. 2 × 2 Binary patterns are named N , L0, L1, L2,

L3, and L4, as shown in Eq. 5.3. Here, N is a 2×2 matrix of 0s implying inactive

LEDs and inactive position, and L0 is a 2× 2 pattern of 1s implying active LEDs

mapped to bit ”0”. L1, L2, L3, and L4 are corner 2 × 2 patterns for top-left,

top-right, bottom-left and bottom-right corners, respectively, mapped to bit ”1”.

N =

[
0 0

0 0

]
, L0 =

[
1 1

1 1

]
, L1 =

[
1 1

1 0

]

L2 =

[
1 1

0 1

]
, L3 =

[
1 0

1 1

]
, L4 =

[
0 1

1 1

]
(5.3)

In an 8× 8 matrix, eight positions are fixed for setting the 2× 2 patterns. The
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eight positions are P1, P2, P3, P4, P5, P6, P7, and P8. The overall pattern

appears as shown in Eq. 5.4

OverallPattern =


P1 N N P2

N P5 P6 N

N P7 P8 N

P3 N N P4

 (5.4)

Where N is 2 × 2 non-active or zeros, 2 × 2 pattern L0 can be placed at any

position depending on the position of 0 in an 8-bit binary stream. However, 2× 2

patterns such as L1 can be placed only at P1 and/or P5, L2 can be placed at P2

and/or P6, L3 can be placed at P3 and/or P7, L4 can be placed at P4 and/or

P8.

For example if the 8 bit data stream is 10110111, then its corresponding pattern

would look like as shown in Eq. 5.5

ExamplePattern =


L1 N N L0

N L0 L2 N

N L3 L4 N

L3 N N L4

 (5.5)

thus the corresponding of 8× 8 binary matrix will look like

ExamplePattern =



1 1 0 0 0 0 1 1

1 0 0 0 0 0 1 1

0 0 1 1 1 1 0 0

0 0 1 1 0 1 0 0

0 0 1 0 0 1 0 0

0 0 1 1 1 1 0 0

1 0 0 0 0 0 0 1

1 1 0 0 0 0 1 1


(5.6)

Here [P1,P2,P3,P4,P5,P6,P7,P8]=[1,0,1,1,0,1,1,1]. Position P2 and P5 have

0; thus, the corresponding 2 × 2 binary pattern will be L0. Since the rest of the

positions have binary 1, it is replaced with its corresponding 2× 2 pattern. Such

as P1 is replaced by L1, P3 by L3, P4 by L4, P6 by L2, P7 by L3, and P8 by

L4. The outer positions P1, P2, P3, and P4 correspond to the first 4 bits of the

8-bit data stream, while inner positions P5, P6, P7, and P8 correspond to the

remaining 4 bits of the 8-bit data stream. Binary 1 represents the LED ‘on’ state,
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whereas binary 0 represents the LED ‘off’ state. The overall steps involved in

encoding via simulator are described in detail in the Section 5.2.3. The generated

pattern layered with noise and background for the simulator is stored in a folder.

In contrast, while sending the same via hardware, the matrix is provided as input

at the transmitter side, which is then mapped to an 8×8 LED matrix. A connected

Arduino board controls the active state of LEDs.

5.2.2 Decoding of Bit Pattern

For decoding, a comparison has to be drawn between two search techniques, i.e.,

linear search and binary search. The dataset for linear pattern search will be a set

of pre-generated images using all possible 8-bit combinations. In comparison, the

dataset for binary pattern search will be all possible 4-bit combinations. Thus,

linear search will have 256 8×8 binary matrices to search from, while binary search

will have 16 4 × 4 binary matrices to search. The binary search will match the

pattern separately for the 4× 4 outer and inner pattern, whereas the linear search

will match the complete 8×8 pattern. For instance, considering the above example

of [P1,P2,P3,P4,P5,P6,P7,P8]=[1,0,1,1,0,1,1,1], the received pattern will be as

shown in Eq. 5.6. The pattern will be at the 183rd index in the linear search

dataset. After conversion to binary, this index produces back the transmitted

8-bit data. On the other hand, in level 1 binary search, the same pattern will be

divided into two subpatterns, OP and IP. Thus, after removing the N from the

example pattern as shown in Eq. 5.5, the OP will be as shown in Eq. 5.7, and the

IP will be as shown in Eq. 5.8

OP =

[
L1 L0

L3 L4

]
=


1 1 1 1

1 0 1 1

1 0 0 1

1 1 1 1

 (5.7)

IP =

[
L0 L2

L3 L4

]
=


1 1 1 1

1 1 0 1

1 0 0 1

1 1 1 1

 (5.8)

These patterns will be parallelly searched by two separate threads and using

a shared dataset of all 4× 4 pre-generated patterns. Thus, the outer pattern will

be found at the 11th index and the inner pattern at the seventh index. The outer

pattern will be decoded to produce the first 4 bits of the data, i.e., 1011, whereas
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the inner pattern will produce the remaining 4 bits of the data, i.e., 0111. Finally,

the decoded data from outer and inner patterns will be combined to produce 8-

bit data, i.e., 10110111. Similarly, in level 2 binary search, eight threads will be

spawned for one 2 × 2 position; however, decoding requires only one comparison

with L0.

The decoding process will be standard for hardware as well as simulation. How-

ever, for simulation, the input will be a folder containing code-generated images,

while for hardware, the camera will capture pics of the transmitter in real-time.

To test the performance of the proposed technique, a comparison between lin-

ear search and binary search will be drawn based on the time taken to identify

the patterns. Based on these results, the performance of proposed BHIPC-based

OCC techniques will be evaluated. Experiments will be conducted to record inten-

sity profiles of the pattern from various distances; this would provide an intuitive

understanding of how effectively the pattern can be decoded.

The decoding process will be standard for hardware as well as simulation. How-

ever, for simulation, the input will be a folder containing code-generated images,

while for hardware, the camera will capture pics of the transmitter in real-time.

To test the performance of the proposed technique, a comparison between lin-

ear search and binary search will be drawn based on the time taken to identify

the patterns. Based on these results, the performance of proposed BHIPC-based

OCC techniques will be evaluated. Experiments will be conducted to record inten-

sity profiles of the pattern from various distances; this would provide an intuitive

understanding of how effectively the pattern can be decoded.

Furthermore, experiments will be conducted to understand the effects of cam-

era parameters on SNR. This would provide optimal parameter values for the

best SNR, set for further experiments. BER of the proposed technique is recorded

at various distances, following which for a fixed optimal distance, BER is evalu-

ated for various data rates compared to linear search. Finally, the BER of the

proposed technique is compared with existing techniques for a fixed resolution of

160 × 120 at varying distances. The percentage improvement is evaluated as per

Eq. 5.9, where BERe is BER for the existing technique and BERp is BER for

the proposed technique.

%improvement =
BERe −BERp

BERp

× 100 (5.9)

The proposed technique is implemented using simulation and hardware.
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5.2.3 Simulation Implementation

For implementing transmitter and receiver simulation, a licensed Matlab R2019a

tool was used on the system with configuration as Intel-i7-770 CPU and 16GB

RAM. The detailed flowchart is as shown in Figure 5.4. Here, a text file containing

random data is provided as input. This file is opened and read to extract the

contents one byte at a times. Each bit of the byte is mapped with a pattern and

position as discussed in Section 5.2.1. This would generate a 2D 8×8 binary matrix

which is converted to an image. The image is then overlayed over a predefined

camouflage image to simulate real world transmitter background. A fixed Gaussian

noise is added to the image to simulate channel noise. The conversion of read

data to the simulated image is repeated ten times. A counter is maintained;

as soon as the count reaches ten, a predefined image is transmitted to aid RoI

extraction, and the counter is reset. The coordinates of the extracted RoI are

used for each successive RoI extraction directly. The final generated image is

stored at a fixed location with a naming convention as “img xxx.jpg”. Where

‘xxx’ is the image number, for example, “img 012.jpg”. This naming convention

is helpful while reading the images from the folder during the simulation of the

receiver. The process stops once the file is completely read. The transmitter

simulation is initiated as soon as the process of the simulated receiver ends.

The flowchart for the simulated transmitter is as shown in Figure 5.5. On the

transmitter side, the process starts with input as the folder’s location where all

the converted images are stored. A loop will run for the total number of files in

the folder. For each iteration, a Gaussian filter is applied to remove noise. Initial

few iterations will be used to identify the base pattern to set the RoI bounding

box. Once the base pattern is identified and RoI coordinates are extracted, RoI

from each next image will be directly cropped. This image will then be resized to

8× 8 and binarized. The obtained 8× 8 binary matrix will then be searched from

the dataset based on the searching technique selected. The dataset is generated as

per Algorithm 18 after the selection of the searching technique, i.e., linear, binary

level 1, or binary level 2. For linear, the pattern size will be 8×8; hence s is set to

8; similarly, for binary level 1 and level 2, s will be set to 4 and 2, respectively. All

the patterns generated will be stored in the form of a 3 dimensional (3D) matrix.

Thus, for linear search, the dataset is of dimension 8×8×256, while for binary

level 1, it is 4× 4× 16, and for binary level 2, it is 2× 2× 4. The reconstruction

method of a byte is different for each selected search option. For linear search, the

index of the matched pattern is directly converted to 8 bits. At the same time, for
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binary level 1, it is obtained as a concatenation of converted binary indices of the

outer and inner pattern. 8 bits generated by binary level 2 is the concatenation

of critical indices for each 8 position.

The simulation does not consider the errors introduced due to asynchronous

transmitter frame rate and receiver transmission rate. Thus, 100% accuracy is

expected for complete data transfer. However, to prove that the proposed pattern

with binary search provides faster results, the time taken for each search based

on the selected search technique is maintained. A comparison is drawn between

linear, binary level 1, and binary level 2.

Algorithm 18 Pattern Dataset Generator

Require: s = 8, 4, 2
Ensure: m = zeros(s, s, 2s)
sz = 2s

Cs = dec2bin(2s − 1 : −1 : 0)−′ 0′

Ds = zeros(1, s)
for y = sz : −1 : 1 do

Ds = Cs(y, :)
ms(1 : 2, 1 : 2, (sz + 1)− y) = state(Ds(1), 1)
if s > 1 then

ms(1 : 2, s− 1 : s, (sz + 1)− y) = state(Ds(2), 2)
if s > 2 then

ms(s− 1 : s, 1 : 2, (sz + 1)− y) = state(Ds(3), 3)
ms(s− 1 : s, s− 1 : s, (sz + 1)− y) = state(Ds(4), 4)
if s > 2 then

ms(s/2− 1 : s/2, s/2− 1 : s/2, (sz + 1)− y) = state(Ds(3), 3)
ms(s/2− 1 : s/2, s/2 + 1 : s/2 + 2, (sz + 1)− y) = state(Ds(4), 4)
ms(s/2 + 1 : s/2 + 2, s/2− 1 : s/2, (sz + 1)− y) = state(Ds(3), 3)
ms(s/2+1 : s/2+2, s/2+1 : s/2+2, (sz+1)−y) = state(Ds(4), 4)

end if
end if

end if
end for

5.2.4 Hardware Implementation

The hardware requirement for the implementation of the proposed technique is

shown in Table 5.3. Like the simulated transmitter, byte by byte data is converted

to an 8× 8 pattern at the transmitter side.

An Arduino Uno connected to an 8×8 LED matrix is used to activate specific

LEDs per the required pattern. The delay between successive pattern projections
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Table 5.3: Hardware Requirements

Hardware Model Use

Programmable
Board

Arduino
UNO

To convert incoming data
into 8x8 binary and

map to 2D LED Array
8x8 LED
Array

WS2812B-64
To illuminate LEDs based
on the received pattern

Webcam Logitech c270
To record video and decode

patterns.

can be changed, and thus, the transmission data rate can be controlled. For

example, if the delay is kept at 1000 milliseconds, the transmission data rate is 8

bits per second.

Algorithm 19 Common Image Preprocessing

1: Convert image to grayscale
2: Enhance the contrast
3: Binarize the image
4: Dilute the image
5: Find dimensions of the brightest and largest blob
6: Mask the background
7: Crop the original image
8: Apply rotation compensation using Feature Matching
9: Resize the cropped image to 8x8 based on found ROI
10: Grayscale, Enhance Contrast and Binarize the Cropped Image

The camera is set to continuously capture images with a delay value satisfy-

ing the Nyquist Sampling requirement at the receiver side. The selected camera

provides a maximum resolution of 720p and supports up to a 30 FPS frame rate.

However, the resolution is set to the lowest 160× 140 pixels for the experiments.

Each captured image frame undergoes pre-processing as shown in Algorithm 19

and provides an 8× 8 binary matrix. This binary matrix is then searched across

the dataset per the selected searching technique and reconstructed data. The re-

constructed data is stored in a file. The received data and transmitted data are

compared to identify errors. Based on the number of error bits at the receiver and

the total number of bits transmitted BER is evaluated as shown in Eq. 5.10. Here,

NErr is the number of error bits, and Nbits is the total number of bits transmitted.

BER(%) =
NErr

Nbits

(5.10)

To evaluate the signal quality under various conditions SNRdB is calculated as
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per Eq. 5.11, where, A is the signal power and B is background noise power, n is

the number of samples.

SNRdB = 10× log

√
1
n

∑n−1
i=0 |Ai|2√

1
n

∑n−1
i=0 |Bi|2

(5.11)

Figure 5.6: Screenshot of Matlab application built for conduction of experiments
and evaluation of proposed technique.

The signal and noise power are estimated as the vector sum of pixel intensities

for each column for a grayscaled image as shown in Eq. 5.12; here, P is the pixel

brightness intensity, and x and y are the numbers of pixel columns and rows in the

image. Thus, when the transmitter is activated, the overall power will be higher

compared to when it is inactive.

Power =

y∑
j=1

x∑
i=1

Pij (5.12)

A front end is created using Matlab app as shown in Figure 5.6 for ease of

conducting experiments. It provides options for selecting search algorithms and

displays raw and processed images, frame rate, transmission rate, transmitted

data, received data, the time elapsed, and BER.
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Figure 5.7: Experimental Setup, with 8x8 LED Matrix, Arduino UNO, Webcam
and App Front end.

The transmitter is mounted on a wall; the receiver is positioned perpendicular

to the wall at LoS distance, as shown in Figure 5.7

A comparison between the simulated results and implemented hardware is

drawn for testing the proposed system. The parameters like computational time

of decoding, BER, and distance are considered for evaluation.

5.3 Results and Discussion

In this section, the experimental results are discussed. Experiments are categorized

into subsections based on stages of implementation of the proposed technique.

These sub-sections are distance vs. intensity profile, performance evaluation of
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search techniques, camera parameters vs. SNR, BER evaluation of the proposed

technique, and comparison with existing techniques.

5.3.1 Distance vs Intensity Profile

An experiment was conducted to observe the intensity profile of the transmitter

at various distances. Figure 5.8 shows the images of the transmitter after pre-

processing. It can be observed that with the increase in distance for a selected

fixed resolution, the image quality degrades.

Figure 5.8: Final cropped transmitter image at distances 20cm, 40cm, 100cm and
200cm respectively (left to right)

Figure 5.9: Intensity Profile of transmitter at distances 20cm, 40cm, 100cm and
200cm respectively (left to right)

It was also observed from Figure 5.9 that pixel intensity becomes more scat-

tered and overlaps with neighboring pixel intensity. It leads to incorrect resizing

of the image to an 8 × 8 binary matrix. Further experiments were conducted to

analyze the impact of this limitation on BER.

5.3.2 Performance Evaluation of Search Techniques

Figure 5.10 shows the comparison of computational time for searching 2D 8 ×
8 patterns from the dataset using the selected technique using simulation. All

possible 8-bit patterns were generated from ‘00000000’ to ‘11111111’ and searched

individually. The time taken for each key search was recorded and plotted. As the

key becomes more extensive, the computational time for linear search increases,
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Figure 5.10: Comparison between Linear, Binary Level 1 and Binary Level 2 algo-
rithms based computational time for searching a 2D 8X8 patterns using Simulation

while the computational time for binary level 1 and level 2 search techniques

remains minimum. It was also observed that between binary level 1 and level 2

algorithms, level 1 provides faster decoding. It could be that level 2 requires more

time to decompose the pattern and reconstruct it from 8 threads. The reason can

also be justified based on the initial key search results,i.e., for keys 1-5, where level

2 under-performs compared to the other two techniques.

Similar experiment was performed using hardware, where data was read from

a file, transmitted, received, and decoded. The computational time for searching

each pattern was recorded and plotted as shown in Figure 5.11. It was observed

that linear search shows drastic changes in the search times, and it is consistently

higher than binary level 1 and level 2 search. It was also observed that binary

level 2 shows a spike during initial searches and then drops to a minimum and is

consistent. However, Binary level 1 provided a more stable and low computational

search than the other two. These experiments established that the proposed tech-

nique provides better results with respect to computational time. Thus, further

experiments were conducted on the impact of camera parameters and environment



CHAPTER 5 130

Figure 5.11: Comparison between Linear, Binary Level 1 and Binary Level 2 algo-
rithms based computational time for searching a 2D 8X8 patterns using Hardware.

on BER.

5.3.3 Camera Parameters vs SNR
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Figure 5.12: For the fixed distance of 20 cm and ambient light intensity of 12 lux
the SNR value drastically drops beyond the brightness parameter 148.
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Figure 5.13: For the fixed distance of 20 cm, ambient light intensity of 12 lux and
brightness parameter as 128 the SNR value drastically drops beyond the exposure
parameter -6

Before evaluating BER, experiments were conducted to select optimal camera

parameter values. The ambient light intensity was 10-20 lux during the conduction

of all experiments. A darker shade of grey is used to depict the optimal value in

the following results.

The Matlab webcam object supports brightness levels between 0-255. Figure

5.12 shows that initially, the SNR was increasing till it reached the maximum

at 128; however, a sudden drop in SNR value is observed, which continues to

drop further with an increase in brightness value. As the brightness value in-

creases, the overall image intensity increases; thus, the difference between signal

and background noise power decreases. Thus, the brightness value is 128 for fur-

ther experiments since it provided maximum SNR.

Further, experiments were conducted to select the optimal exposure value.

Matlab webcam supports exposures in the range of 0 to -9. Figure 5.13 shows the

results of the experiment. It was observed that an exposure value of -6 provides

maximum SNR and it drops drastically after -7 because of decreasing difference

between signal and noise power.

A similar experiment was conducted to identify the optimal contrast value.

Matlab webcam object supports contrast levels from 0 to 255. Figure 5.14 shows

the results of the experiment. It was observed that for contrast level 96, the setup

provides maximum SNR. SNR remains almost constant for any further increase

in contrast level.

Finally, experiments were conducted to identify the optimal distance. Figure

5.15 shows the results of the experiments, where other camera parameters are set
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Figure 5.14: For distance=20 cm, ambient light intensity = 12 lux, brightness pa-
rameter=128 and exposure=-6 highest observed SNR was for contrast parameter
96.
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Figure 5.15: For ambient light intensity = 12 lux, brightness parameter=128,
exposure=-6, contrast=96. the highest SNR was observed at 20cm and gradually
drops with increasing distance.

as per the results of previous experiments. At a distance of 20 cm, the setup

provides maximum SNR and decreases gradually as the distance increases. At a

shorter distance, the transmitter size to image size ratio is more; thus, the signal

power is high.

5.3.4 BER Evaluation

BER is measured for all three search algorithms: linear, binary level 1, and binary

level 2. The results are as shown in Figure 5.16. It was observed that the search

algorithm provided better results for lower transmission rates as the BER(%) was

low. It was also observed that binary level 1 and level 2 search algorithms showed
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Figure 5.16: For ambient light intensity = 12 lux, brightness parameter=128,
exposure=-6, contrast=96 and distance 100 cm, Binary L1 shows better perfor-
mance for higher bit rates.

higher BER than linear for low transmission rates. The linear algorithm performs

faster decoding for a fixed set of inputs. Here, since the given input was a text from

a file, the linear algorithm has to search for a maximum of 176 keys. Binary level

2 consistently provided higher BER, which kept increasing with the transmission

data rate. It is assumed to be due to the additional computational overhead

of fragmenting the pattern into eight threads and combining it. An interesting

result was observed for binary level 1 for a higher transmission data rate. At the

data rate of 128 bps, binary level 1 outperforms the other two search techniques

and consistently gives better performance than linear and binary level 2. This

behavior shows that although binary level 1 provided faster search results for a

low bit rate, it performed the exact key searches multiple times due to high delay

between successive frames. However, as the transmission data rate increased, the

inter-frame delay was reduced; due to this, the number of repeated searches was

reduced, providing faster search results.

Similarly, linear search shows poor performance for higher data rates as the

average search time for each key is higher than the inter-frame delay. Thus, when

the search result of one key is received, a few frames are already dropped, which

increases BER. The proposed pattern communication technique works well with

binary level 1 search for higher data rates.
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Figure 5.17: BER vs Distance vs Transmission Data Rate of Binary Level 1 Search
for proposed pattern communication

Based on the observations, an experiment was conducted to test the perfor-

mance of the proposed pattern communication with binary level 1 search at varying

distances for different transmission data rates. The results of the experiment are

as shown in Figure 5.17. The proposed hierarchical pattern communication tech-

nique works best with binary search level 1 for low data rates up to 2m distance.

The optimal BER for maximum distance and bit rate is observed for 200 m and

256 bps. For higher bps, the system shows degrading performance.
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Figure 5.18: For distance of 2m, the graph shows BER(%) for various resolutions

Since the selected resolution was 160× 140 for all the experiments, an exper-

iment was conducted to analyze the impact of higher resolution on the BER of
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the proposed technique. Figure 5.18 shows the observed results, which imply that

for higher camera resolution, the BER experiences improvement. It is mainly be-

cause the pattern in the RoI extracted image becomes sharper as the resolution

increases. Thus, a communication distance of more than 2m can be achieved with

more accurate RoI detection techniques.

5.3.5 Performance Comparison

Distance (cm)

B
ER

(%
)

0

2

4

6

20 40 60 80 100 120 140 160 180 200

Data Matrix QR Code Proposed BHIPC

Figure 5.19: Proposed pattern communication technique is compared with existing
pattern communication techniques.

Finally, the proposed technique was compared with data matrix and QR code

pattern communication techniques by keeping the resolution to 160x140 for vary-

ing distances. BER(%) was compared between each technique, and obtained re-

sults are as shown in Figure 5.19. For the distance of 2m, the proposed pattern

communication technique provided 48.6% and 42.5% improvement in BER com-

pared to data matrix and QR code pattern-based communication techniques, re-

spectively. Due to the close arrangement of active LEDs in the data matrix and

QR code pattern, it causes pixel blurring and thus, contributes to quantization

error while resizing the image to an 8× 8 binary matrix. However, it must also be

noted that since the data matrix and QR code pattern accommodate considerably

more bits per image frame compared to the proposed technique, BER is more

sensitive to quantization errors.
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5.4 Applications

In this section, the experimental setup built for BHIPC, is used to implement and

evaluate two proposed applications to showcase integration of pattern-based OCC

with IoT. QR code and Aztec code patterns are used to communicate sensor data

using proposed frame formats between IoT device (Tx) and camera (Rx). The

discussion is divided into 6 subsections, namely as, overall system architecture,

anchor points, frame format, decoding and evaluation metrics.

5.4.1 Overall System Architecture

RoI Detection

Camera Input Stream

Image Pre-Processing

Rotation Compensation

Sensor Data Extraction

Receiver

Built-in Machine 
Health
Sensor

Sensor 
Value as 
Modulated 
LED Pattern

Free Space 
Optical 
Channel

Camera

CCTV 
Surveillance 

System

Transmitter 1

Transmitter 2

Transmitter 3

Transmitter 4

FoV

Figure 5.20: Proposed LiCamIoT System

The overall proposed architecture of both the techniques are similar with re-

spect its integral modules. However, the arrangement data payload in the 8 × 8

pattern differs.

Figure 5.20 shows the division of proposed system into two parts, i.e., Tx

and Rx, separated by the free-space optical communication channel. The left

part of the figure shows various industrial machines with inbuilt sensors. The

reading from these sensors will be converted to an 8 × 8 LED pattern based on

the proposed frame format. Each machine can be identified using a unique ID

pattern. Assuming that the industrial area is under CCTV surveillance, a camera

will capture frames of the environment as per its FoV, including the LED matrix.

The captured image will undergo image pre-processing for RoI extraction. The
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extracted RoI will be rotated if needed to fit the bounding box. Finally, the

rotated image will be cropped and resized to 8 × 8 matrix for pattern matching

and decoding. The decoded bits will be combined to reconstruct the transmitted

data. The complete process detail is mention in the upcoming sections.

5.4.2 Anchor Points

Anchor points in a pattern are fixed set of points which are used for aligning the

pattern before decoding. The proposed 8× 8 pattern for QR code will be divided

into 4 regions as shown in Figure 5.21. Each region is having its correspond-

ing importance. The region colored in green represent anchoring pattern. This

pattern will be used to locate transmitter from the image and perform rotation

compensation for alignment. Its aim is to provide robustness and aid in decoding.

L1 = L2 = L3 =

 1 1 1

1 0 1

1 1 1

 , L4 =

 0 0 0

0 1 1

0 1 1

 (5.13)

The 3×3 corner anchoring patterns are shown in Eq.5.13. Pattern L4 is unlike L1,

L2 and L3. It will provide a fixed region along which the pre-processed image will

be rotated. Similarly, in proposed Aztec code based pattern communication, the

6 × 6 anchoring pattern is highlighted with green color as shown in Figure 5.22.

The sub-matrix of each frame will be matched with an anchoring pattern after

pre-processing from the video stream. Bit position at location 2× 2 will be used

for rotation compensation. If all the cells of the processed image match with the

anchoring pattern, further processing will be initiated, including data extraction.

Sensor type, fragment number, and data occupy 6, 6, and 16 bits, respectively.

Thus, all 28 bits will be transmitted per frame. The pre-processed image will be

rotated till it matches with the corner element or four rotations are completed.

The frame will be dropped if the anchor pattern is unrecognized.

5.4.3 Frame Format

The frame format for both the proposed systems is same and as shown in Figure

5.23. 28 bits frame is divided into 3 sub frames. Sensor type and fragment number

are 6 bit sub-frames which will provides type of sensor and current fragment

number respectively. The fragment number sub-frame will be used for sensor

values which require more that 16 bits for representation. The number of fragments

required will be fixed as per sensor type. The final 16 bit sub frame will provide
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Figure 5.21: Proposed QR Code 8x8 Pattern Format

sensor value. In case of fragmented data, the fragments will be merged to provide

final sensor value.

5.4.4 Decoding

On the receiver side, a continuous video will be captured at a low frame rate.

Image frames will be separated from the video and each image frame will undergo

pre-processing to extract encoded information. The steps involved in decoding will

be as shown in Figure 5.24. The input colored image will be converted to grayscale.

The brightest pixel intensity will be extracted to provide binary thresholding. The

RoI will be extracted by cropping bounding box created around the largest blob

from the binarized image. The RoI will be rotated to align and fit the bounding

box. The aligned RoI will be resized to 8×8 binary matrix which will under anchor

point extraction and rotation. Finally, information such as sensor type, fragment

number and sensor data will be extracted to reconstruct transmitted data.

5.4.5 Evaluation Metrics

Performance of both the proposed systems will be evaluated based on SNR at

various distance under different ambient lighting conditions. SNR is the ratio of

signal power to background noise as given in Eq. 5.14. Here, A is the signal power

and B is back ground noise power. In the proposed systems, signal is encoded as

image, thus sum of pixel intensities when transmitter is transmitting is considered

as A and sum of pixel intensities when transmitter is not transmitting is considered
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Figure 5.22: Proposed Aztec Code 8x8 Pattern Format

Figure 5.23: Frame Format for Proposed System

as B. The equation for power calculation is given by Eq. 5.15

SNRdB = 10× log

√
1
n

∑n−1
i=0 |Ai|2√

1
n

∑n−1
i=0 |Bi|2

(5.14)

Power =

y∑
j=1

x∑
i=1

Pij (5.15)

The proposed systems will not transmit data bit by bit, instead it will transmit

packets. Thus, Packet Error Ratio (PER) will be used to measure the performance

of proposed system for various distances. PER is the percentage of error packets

received to total packets transmitted as given in Eq. 5.16.

PER(%) =
PacketsErr

Packetstotal
(5.16)
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Figure 5.24: Steps Involved in Decoding

5.5 Requirements and Implementation

In this section hardware and software required for implementation of the proposed

systems and its integration is discussed. Table 5.4 enlists the components used

and its corresponding role in the proposed system.

Table 5.4: Required Hardware Components

Hardware Model Use
Temperature
Humidity
Sensor

DHT11
To convert sensed humidity

and temperature from physical
environment to deigital

Programmable
Board

Arduino
UNO

To convert incoming data
into 8x8 binary and

map to 2D LED Array
8x8 LED
Array

WS2812B-64
To illuminate LEDs based
on the received pattern

Webcam Logitech c270
To record video and decode

patterns.

The circuit diagram for the proposed QR code and Aztec code based systems

is as shown in Figure 5.25. An Arduino UNO programmable board is used to read

the input from temperature and humidity sensor(DHT11). The read sensor data,

sensor type and fragment number are mapped to specific LEDs as per proposed

frame format. The delay between each successive frame can be varied to provide
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Figure 5.25: Circuit Diagram for Proposed Transmitter

different Packet Rates.

Figure 5.26 and Figure 5.27 shows implementation of proposed systems trans-

mitting DHT sensor data using proposed frame formats and receiver camera cap-

turing data and decoding it in real time.

Figure 5.26: Implementation of QR code based system

5.5.1 RoI Extraction

On the receiver side, the captured raw image undergoes pre-processing to extract

the encoded bit. The steps involved are as follows:
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Figure 5.27: Implementation of Aztec code based system

5.5.1.1 Step 1: RGB to Grayscale Conversion

Grayi,j = 0.299 ∗Ri,j + 0.587 ∗Gi,j + 0.114 ∗Bi,j (5.17)

The process of data extraction involves sequential steps starting with image grayscal-

ing. The three-channel colored input image is converted to a grayscale image by

using Eq. 5.17. Here Ri,j, Gi,j, and Bi,j are color channels of the given image and

Grayi,j is generated image. The coefficients of each variable are set as per the

conversion standard.

5.5.1.2 Grayscale Binarization

In this step, initially, the brightest pixel from the grayscaled image is selected

as per Eq. 5.18. Here, Grayi,j is grayscaled image. maxj provides an array of

maximum pixel intensities across columns. maxi provides maximum value from

the array. Intensitymax is maximum pixel intensity from given grayscaled image.

Intensitymax = maxi(maxj(Grayi,j)) (5.18)

All the pixels except the brightest ones are rounded to 0 and a 2D binary image

Bi,j is generated as shown in Eq. 5.19.

Bi,j = Grayi,j < Intensitymax − 1 (5.19)
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The obtained binarized image undergoes image dilation to increase the bright

region. A structural element as shown in Eq. 5.20 is used to perform dilation.

Here, streln is square structuring element and n is dimension of unity matrix.

Binary image dilation is performed as per Eq. 5.21.

streln =


11,1 .. .. 1n,n

.. .. .. ..

.. .. .. ..

1n,1 .. .. 1n,n

 (5.20)

Bi,j ⊕ strel =
{
z|( ˆstrelz ∩Bc

i,j ̸= ϕ)
}

(5.21)

5.5.1.3 Mask and Crop RoI

The areas of all blobs from the dilated image are added to a list BA. BM is the

largest blob from the list as shown in Eq. 6.18. The overlapping area of BM and

Grayi,j is cropped to provide RoI as shown in Eq. 6.19

BM = max(BAi) (5.22)

RoI = {pi,j|Grayi,j ∩BMi,j} (5.23)

5.5.2 Rotation Compensation and Resizing

Algorithm 20 Rotation Compensation and Resizing for RoI

Require: Binary RoI Image
Ensure: BW=edge(RoI,’canny’)
[H,T,R]=hough(BW)
Peak=houghpeaks(H,1), angle=T(P(1,2))
areaRatio=blobArea/bBoxArea, areaRatios=[]
while i<10 do

angle=angle+i
areaRatio=blobArea/bBoxArea
areaRatios=[areaRatios areaRatio]
i=i+1

end while
[M,I]=max(areaRatios), BW=rotate(RoI,angle+I), RS=resize(BW,[8,8])
return RS

The rotation compensation and resizing of the RoI is performed as shown

in Algorithm 20. A bounding box is drawn to fit the obtained RoI. A Hough
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transform is performed on the RoI to obtain orientation angle. The image is

rotated as per the obtained angle. The obtained image is further rotated till the

ratio of area of blob to area of bounding box is maximum. The final adjusted

image is the resized to 8x8 binary matrix.

Algorithm 21 QR Code-Anchor Identification and Pattern Decoding

Require: Resized Image RSi,j

Ensure: SensorVal=[], count=1
Ensure: L1,L2,L3 and L4 are initialized
[P1,P2,P3,P4]=extractAnchorPosition(RSi,j)
while P1!=L1 & P2!=L2 & P3!=L3 & P4!=L4 or count==4 do

RSi,j=Swap(RSi,j,RSj,i), RSi,j=Swap(RSi,j,RSi,N−1−j)
count=count+1

end while
if count==4 then

break
else

count=1
end if
SType,Ft=extractSensorType(RSi,j)
Fc=bin2dec([RS1,4 RS1,5 RS2,4 RS2,5 RS3,4 RS3,5])
SVt=zeros(1,16*Ft)
while count¡=Ft do

i=Fc

x1=8i-7, y1=8i+7, x2=16i-7, y2=16i+7
SV[x1:y1] = [RS4,1 RS4,2 . . . RS4,8

SV[x2:y2] = [RS5,1 RS5,2 . . . RS5,8 ]
Fc+1=bin2dec([RS1,4 RS1,5 RS2,4 RS2,5 RS3,4 RS3,5])
if Fc!=Fc+1 then

Fc=Fc+1

count=count+1
else

SV[x1:y2] = zeros(1,16);
end if

end while
for j=1:2*count do

x3=8j-7, y3=8j+7
SensorVal=[SensorVal bin2dec(SV[x3:y3])]

end forreturn SensorVal

The 8×8 resized image undergoes anchor identification and pattern decoding as

shown in Algorithm 21. For proposed QR code-based communication technique,

input 8 × 8 binary matrix is extracted including corner 3 × 3 positions. These
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sub-matrices are then compared with L1, L2, L3 and L4.

Algorithm 22 Aztec Code-Anchor Identification and Pattern Decoding

Require: Resized Image RSi,j

Ensure: SensorVal=[], count=1
Ensure: Anchor pattern(AP ) initialization
AE=extractAnchorPosition(RSi,j)
while AE!=AP or count==4 do

RSi,j=Swap(RSi,j,RSj,i)
RSi,j=Swap(RSi,j,RSi,N−1−j)
count=count+1

end while
if count==4 then

break
else

count=1
end if
SType,Ft=extractSensorType(RSi,j)
Fc=bin2dec([RS2,8 RS3,8 RS4,8 RS5,8 RS6,8 RS7,8])
SVt=zeros(1,16*Ft)
while count¡=Ft do

i=Fc

x1=8i-7, y1=8i+7, x2=16i-7, y2=16i+7
SV[x1:y1] = [RS1,1 RS1,2 . . . RS1,8

SV[x2:y2] = [RS8,1 RS8,2 . . . RS8,8 ]
Fc+1=bin2dec([RS2,8 RS3,8 RS4,8 RS5,8 RS6,8 RS7,8])
if Fc!=Fc+1 then

Fc=Fc+1

count=count+1
else

SV[x1:y2] = zeros(1,16);
end if

end while
for j=1:2*count do

x3=8j-7, y3=8j+7
SensorVal=[SensorVal bin2dec(SV[x3:y3])]

end forreturn SensorVal

In Aztec code-based pattern technique, the anchor pattern is identified, and the

pattern is decoded from the 8× 8 binary matrix using Algorithm 22. The corner

pixel at position RS2,2 is used for comparison. If zero, no rotation is applied to

the 8x8 binary matrix, and the data extraction process is initiated. However, if it

is one, the matrix is rotated by 90 degrees, using transpose and swap functions.

A 90 degree matrix rotation is performed until the pattern matches or 4 rotations
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are completed. If the positions match then sensor type, fragment number and

sensor value are extracted, else the packet is dropped.

Algorithm 23 Extraction Sensor Type and Total Fragments - QR Code Pattern

Require: RSi,j

Ensure: SType=Null, Ft=0
if RS4,8==1 & RS5,8==1 then

SType=Temperature, Ft=2
else if RS4,7==1 & RS5,7==1 then

SType=Humidity, Ft=1
else if RS4,6==1 & RS5,6==1 then

SType=None, Ft=0 ▷ End Frame
end ifreturn SType, Ft

Algorithm 24 Extraction Sensor Type and Total Fragments -Aztec Code Pattern

Require: RSi,j

Ensure: SType=Null, Ft=0
if RS1,7==1 & RS1,6==1 then

SType=Temperature, Ft=2
else if RS1,5==1 & RS1,4==1 then

SType=Humidity, Ft=1
else if RS1,3==1 & RS1,2==1 then

SType=None, Ft=0 ▷ End Frame
end ifreturn SType, Ft

The sensor type is extracted from the QR-code pattern using Algorithm 23

while Algorithm 24 is used to extract same information using Aztec-code pattern.

The sensor type and total fragments is used to compare and count number frag-

ments decoded. For sensor type null, the previous fragment is merged to obtain

final sensor value. The pattern with sensor type null works as delimiter between

successive packets.

5.6 Experimental Setup and Results

In this section, various experiments to evaluate the performance of proposed sys-

tems and its corresponding results is discussed. Table 5.5 shows the system con-

figuration of the receiver and camera parameters.

The first experiment was conducted to check the validity of the implemented

system. The receiver and transmitter were kept at 50cm distance from each other
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and real-time data from digital humidity temperature (DHT11) sensor was trans-

mitted using proposed pattern communication technique. The ambient light inten-

sity was between 5-10 lux. The processed binary matrix was successfully decoded

to provide 100% reconstruction of transmitted packet at the receiver side as shown

in Figure 5.28.

Table 5.5: Camera and System Configuration

Camera Parameters System Configuration
Contrast 96

CPU
Intel(R)
Core(TM)
i7-7700

Brightness 128
Exposure -6
Resolution 320x280 RAM 16 GB

Frame 1 Frame 2Frame 1

(A) Aztec Code Pattern (B)    QR Code Pattern

Figure 5.28: Decoded 8x8 patterns for transmitted sensor data

The second experiment was conducted to observe the impact of distance on

LED light intensity and blurring. Figure 5.29 and Figure 5.30 shows that as the

distance increase, the light from neighboring LEDs overlap producing a blurring

effect. Red colored peaks in Figure 5.29(A) are overlapping indicating the bright-

ness intensity being blurry from a distance of 100 cm. However, in contrast, the

red-colored peaks in Figure 5.29(b) are not overlapping indicating the brightness

intensity being clear from a distance of 50 cm.
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Figure 5.29: QR code-Intensity Profiles at distances at (A) 100cm and (B) 50cm

(A) (B)

Figure 5.30: Aztec code-Intensity Profiles of Frame 1 at distances at (A) 50cm
and (B) 100cm

In the third experiment, SNR is measured at 50cm and 100cm distances. To

calculate SNR, the overall image intensity of active transmitter was compared

with overall image intensity of inactive transmitter.

Figure 5.31 shows the steps involved in SNR measurement of both the proposed

pattern-based camera communication systems. Both systems showed similar trend

with respect to change in SNR with change in distance as shown in Figure 5.32.

It was observed that for the fixed ambient light condition, the SNR decreases with

increase in distance. This is due to the fact that, as the distance increases the

overall image intensity reduces causing the ratio to drop. It was also observed that

as the ambient light intensity increases the difference between background noise

and active signal reduces causing degradation in channel quality.
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STemp1=sum(img1)

STemp2=∑STemp1i*STemp1i

STemp3=√STemp2

BTemp1=sum(img2)

BTemp2=∑BTemp1i*BTemp1i

BTemp3=√BTemp2

SNRdb=10*log(Stemp3/Btemp3)

Convert RGB to 
Grayscale Image

Convert RGB to 
Grayscale Image

Transmitter Signal

Background Noise

Figure 5.31: SNR Measurement

Distance

SN
R

0

5

10

15

20

25

50 100 150 200

5-10 lux 20-25 lux

Figure 5.32: SNR vs Distance vs Ambient Light Intensity

The final experiment evaluated and compared the PER(%) of the proposed

Aztec pattern-based vs. QR code-based system. The percentage of error packets

received or dropped out of a total of 2000 packets was used to evaluate PER.

Figure 5.33 shows the increase in percentage error as the distance increases for the

proposed and reference system. Two packet rates, i.e., 2 Pps and 4 Pps, are used

to evaluate Packet Rates’ performance. The proposed system provides consistently

better PER(%) than the reference system, even with the change in packet rate.

Both systems provide data rates of 28 bits per frame and have similar imple-
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Figure 5.34: Power Consumption Comparison of QR Code vs Aztec Code

mentation complexity. The power requirement for the proposed Aztec code-based

system is lesser than QR code-based system due to the lesser number of LEDs

used for pattern construction. Figure 5.34 shows the power used for frames 1 and

2 where single LED uses 0.2 Watts/second.

5.7 Summary

In this chapter, a novel 2D LED matrix pattern inspired by nested textures and

two OCC-IoT applications were proposed. The existing 2D data matrix-based

camera communication system provides a maximum data rate of up to 1960 bps;

however, as the distance between transmitter and receiver increases, the pixels

become a blur. Thus, the system suffers degradation in BER. To mitigate this
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problem, a concept inspired by the domain of texture feature analysis and classi-

fication was used to build a pattern that could be detected from longer distances

using regular cameras. The proposed pattern is nested in nature, providing inher-

ent support for hierarchical pattern classification. The incoming bit sequence was

mapped to an 8× 8 pattern. A Tx and Rx simulation was built using Matlab to

compare linear and binary search computational time. It was observed from the

simulation results that the multi-threaded binary search performed better than the

linear search. Thus, further experiments were conducted on a hardware prototype.

Experiments concerned with optimal camera parameter selection were conducted.

Intensity profiles of transmitter patterns were measured at various distances to

understand the blurring of pixel intensities. Experiments were conducted to eval-

uate the performance search techniques concerned with BER and distance. It was

observed that the proposed pattern provides faster decoding for multi-threaded

binary search compared to linear search for data rates higher than 256 bps. It was

also observed that binary search provided the best performance with 20% BER

at 2m distance and 256 bps. An experiment was conducted to test the impact of

camera resolution on BER; thus, for a fixed distance of 2m, it was observed that

BER improves with an increase in camera resolution. The proposed technique is

suitable for an indoor industrial environment where a video feed from a camera

can monitor machine health parameters without using RF-based communication.

The focus of the proposed technique was to provide faster pattern recognition

for higher data rates and distances up to 2m low-resolution camera without ex-

ternal magnification. The system’s performance can further be improved in terms

of distance by using a high-resolution camera and external magnification. The

data rate can also be improved by integrating other multiple nested patterns and

colors.

Using the insight from the implementation of proposed nested pattern based

OCC, two applications were proposed to showcase the integration of IoT and 2D

pattern based OCC. The proposed patterns use QR-code and Aztec-code inspired

patterns to enable rotation compensation and to provide ease of detection. A

DHT11 sensor was used to provide temperature and humidity values from the

surrounding environment. These sensed values were transmitted using the pro-

posed QR-code and Aztec-code-inspired patterns and decoded using a camera on

the receiver side. SNR of the proposed system was evaluated based on frame inten-

sities at various distances. It was observed that out of the two proposed systems,

Aztec-code-based pattern-to-camera communication is more power-efficient and

provides better PER(%) for multiple distances and packet rates as compared to
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the QR-code pattern-based system. Both the proposed systems can be used to en-

hance any existing indoor infrastructure with the camera to provide non-RF-based

data communication.

The proposed OCC systems discussed in this chapter used single color for

generating 2D patterns and thus, provide a single channel for communication.

However, the chromaticity of light in conjunction with the spetialty of 2D trans-

mitter can improve the performance of the proposed technique to provide higher

bandwidth and support MIMO.
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Quantum Chromodynamics

Inspired Optical Camera

Communication with User

Centric MIMO

In OCC, the Tx is typically based on LEDs, which support a range of chromatic

values, thus providing access to the visible light spectrum for modulation. The

signal is modulated using light properties like intensity, blink frequency, polarity,

chromaticity, and spatiality (Hasan et al. 2018). On the Rx side, depending on

the modulation scheme, these features are extracted from the video stream, and

corresponding signal demodulation and data reconstruction are performed. In an

environment where the distance and orientation between Tx and Rx are constant,

the demodulation is performed using preset RoI extraction (Nguyen et al. 2021).

However, support for variable distance and orientation is required for a practical

system.

Moreover, as the signal is demodulated using image frames, the frame rate of

the camera defines the data rate and throughput of the OCC link (Preda et al.

2021). Although higher frame rate cameras can provide higher data rates, they are

costlier than regular cameras, which restricts their deployment to a few specific

use cases. Considering these limitations, the performance of an OCC can be

improved by using spatially arranged multiple neopixel LEDs (Jung and Kim

2021) or display screens (Bao et al. 2021).

153
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6.1 Related Works

The major challenges of an OCC system are Tx detection, MIMO, the distance

of communication, and rotation mitigation or tolerance. The Tx in OCC can be

identified using the luminance characteristics or the shape of the Tx aperture. Do

and Yoo (2019) proposed a simple LED panel detection algorithm that identifies

the brightest pixel and performs convex fill to obtain RoI. The simulated results

show decreasing accuracy in RoI identification with increasing distance. However,

the proposed system was not tested under practical scenarios where multiple bright

pixels might exist. The author of the paper Guan et al. (2019) introduced the

Convolutional Neural Networks (CNN) for RoI detection; however, the Tx and

Rx are restricted to be arranged in parallel without any rotation or skew. Sun

et al. (2021) proposed a hybrid technique for LED panel detection using a modified

YOLOv5 object detection model. Although the proposed technique provides high

accuracy for rotated and skewed normal and blurry images, it is compute-intensive.

Non-flickering OCC Tx has been proposed, but most have distance limitations due

to the relation between Tx size, distance, and throughput (Teli et al. 2020a; Zinda

et al. 2018). Thus, IEEE 802.15.7-2018 standard has specified clauses for OCC

modulation techniques that allow flickering and provide Kbps data rates using

dedicated LED panels and displays. Moreover, these transmitters can also offer

MIMO for IoT devices in an indoor environment.

In an OCC system, MIMO can be provisioned using frequency or color-based

modulation techniques. Nguyen and Jang (2021a) proposed and demonstrated

MIMO-OFDM using two Tx sources and achieved a combined throughput of 3.840

Kbps for a fixed distance. However, the system does not support rotation as the

spatial arrangement of multiple Txs induces error in the demodulation. To provide

rotation support in a flicker-free RS-OCC system, Teli et al. (2020b) proposed an

RS-MIMO for IoT using grouped LED arrays as a transmitter. The maximum

throughput of 1.9 and 0.9 Kbps was obtained for 0-degree and 50-degree rota-

tions; however, the throughput was also dependent on the distance between Tx

and Rx. LED array-based active marker design was proposed by Gorse et al.

(2018) to provide efficient marker detection for augmented reality and positioning

applications under low ambient light conditions. In Nguyen et al. (2021) a 2D

LED array-based OCC system with rotation support and MIMO was proposed.

The system provided BER of 10−4 for 11 dB SNR however, the throughput can

further be enhanced by using chromatic features of light (Nguyen and Jang 2016;

Hao et al. 2012).
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Figure 6.1: User centric MIMO under OCC Access Point (a) 3 user devices 1x
bandwidth (b) 1 user device 3x bandwidth

User-centric MIMO provides variable bandwidth depending upon the number

of devices under the VLC access point (Han and Zhao 2022; Chen et al. 2020).

Figure 6.1a, and 6.1b show the bandwidth distribution for three OCC Rx devices

and one Rx device, respectively. OCC-MIMO can be achieved by modulating

signals using color mapping techniques. However, few phenomenons in nature

exist that inherently showcase changes in color based on changes in its underlying

composition.

QCD is a branch of Quantum Physics under which the chromatic properties of

quantum particles are studied (Olsen et al. 2018). Recent discoveries in the field

of quantum physics have revealed that the sub-atomic particle neutron and proton

are composed of hadrons which consist of quarks held together by the strong force

produced during the exchange of gluons. Depending upon the number of quarks

in a hadron, the hadron is classified into Baryons and Mesons. Baryons consist

of 3 quarks, while Meson consists of a pair of quarks and antiquarks (Gallmeister

and Mosel 2022; Ahmed et al. 2020). In Baryons, the quarks are held together

by exchanging gluons, keeping the overall hadron stable. Loosely inspired by the

Baryons gluon exchange model, this paper proposes a 2D 8 × 8 neopixel LED

matrix for an OCC. The major contributions of this work are as follows:

• Proposes quantum chromodynamics principles for data to color mapping

using an 8× 8 LED matrix.

• Proposes a rotation support technique for the OCC using a QR code-inspired
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anchoring pattern.

• Design and development of simulator for proposed QCD-inspired OCC mod-

ulation with rotation support and MIMO

• Design and development of a low-cost prototype of the proposed QCD-OCC

system and compare the success of reception(%) with the proposed simula-

tor.

• Performance evaluation of the proposed system based on metrics such as

SNR, the success of reception(%), intensity profile, throughput, and BER.

6.2 Proposed Work

The previous section briefly introduced the concept of QCD. This section pro-

vides a detailed explanation of the proposed modulation technique inspired by

the behavior of sub-atomic particles. Table. 6.1, shows all the notations and

corresponding semantics used in the explanation of the proposed work and its

implementation.

6.2.1 Proposed Technique

Figure 6.2: Gluon exchange-based color changes in Quarks. Baryons Model

At the sub-atomic level, the exchange of gluons between quarks creates a strong

force that keeps the Hadron stable which is the composition of neutrons and pro-

tons. Baryon, a type of Hadron, is generally represented with white(W) color to
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Table 6.1: Table of Notations used in Proposed Work and Implementation

Notation Semantics
R, G, B Red, Green, Blue

R̂, Ĝ, B̂ Anti-Red, Anti-Green, Anti-Blue
⊕ Dilation operation
ATx

i Aligned Transmitter
Ai Anchor position
Bx,y Binarized pixel at position (x,y)
BM Blob with the maximum area
DG Generated binary data stream
Di Data position
Dt Data throughput
Eb Number of error bits
fps Frame rate of Rx camera
Grx,y Grayscale value at position (x, y)
Iin, Iac Images containing inactive Tx, active Tx
Ipeak Peak value of pixel intensity
Lmax Maximum stream length

L1, L2, L3 Lengths of data streams in file 1, 2, and 3
Lnew
i Length of the new data stream in file i

NAnchorLEDs Number of LEDs used for anchor pattern
NColorBits Number of bits required to represent color
NLEDs Number of LEDs on Tx panel
NF Total number of frames required to transmit each file
N Length of the data stream

ORx
8x8 Rotated matrix

OTx
8x8x3 8x8x3 matrix obtained by multiplexing color channels
P Pseudo-random number between 0 and 1

RRx
8x8, G

Rx
8x8, B

Rx
8x8 Binary matrices after channel separation

RTx
8x8, G

Tx
8x8, B

Tx
8x8 8x8 matrices from file frames

RoI Region of Interest
S Size limit

streln Square structural element of size n
Tb Total number of transmitted bits
T Threshold for binarization

U1, U2, U3 User 1, User 2, User 3
Zi Number of zeros to be padded in file i
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indicate its stability. The quarks are represented by the colors red(R), green(G),

and blue(B), as shown in Figure 6.2. Cyan, violet, and yellow are used to describe

the absence of red, green, and blue from white. These also represent anti-red(R̂),

anti-green(Ĝ), and anti-blue(B̂). Thus, combining the original color and its com-

plement always produce white, showcasing a stable hadron as shown in Eq. 6.1.

R + R̂ = G+ Ĝ = B + B̂ = W (6.1)

Inspired by this analogy, our proposed technique will assign a color to an LED

in an 8x8 LED matrix based on the absence or presence of a bit in the set of

3-bits. Table 6.2 shows the color mapping for an LED in the resultant output.

These groups of 3-bits can be generated either by using three separate binary data

streams or by using a single data stream divided into groups of 3-bits.

Considering three data streams to be transmitted for users U1, U2 and U3,

three colors will be assigned such that, R =⇒ U1, G =⇒ U2 and B =⇒ U3.

Thus, from Eq. 6.1 the relation between user data streams and respective assigned

colors can be shown as: R+G =⇒ U1+U2 =⇒ B̂, G+B =⇒ U2+U3 =⇒ R̂,

R + B =⇒ U1 + U3 =⇒ Ĝ, and R + G + B =⇒ U1 + U2 + U3 =⇒ W .

For example, if U1 data bit is zero, and U2 and U3 data bits are one, then R̂ color

would be set at the respective position of an LED in 8× 8 neopixel LED matrix.

Table 6.2: Bits to color mapping using Baryons additive color model

Bits Color Bits Color

000 R̂ĜB̂=Black 111 RGB = White

001 B = Blue 110 B̂ = Yellow

010 G = Green 101 Ĝ = Violet

100 R = Red 011 R̂ = Cyan

6.2.2 Overview of Proposed Communication System

The proposed Quantum Chromodynamics based OCC (QCD-OCC) system is di-

vided into two parts, namely as Tx and Rx, separated by free space channel as

shown in Figure 6.3.
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Figure 6.3: Overview of Proposed QCD-OCC System

On the transmitter side, the data to be transmitted can be in two formats as

follows where (R,G,B)48i=1 is an array of size 48 containing color information for

respective indices of three individual/one single datastream/s:

• Format 1: In this format, three separate binary data streams D1, D2 and

D3 of variable lengths for user U1, U2 and U3 will be used to generate 3D

matrix of size 1× 48× 3 as shown in Eq. 6.2, where matrix R,G, and B are

sub-matrices along Z-axis at indices 1, 2 and 3 respectively.

(R,G,B)48i=1 = (D1i, D2i, D3i) (6.2)

• Format 2: In this format, a single binary data stream D will be folded to

obtain a 3D matrix of size 1x48x3 as shown in Eq. 6.3.

(R,G,B)48i=1 = (Di, D48+i, D96+i) (6.3)

Representation of data in format 1 enables MIMO and supports simultaneous com-

munication with three users, while format 2 provides 3x bandwidth as compared

to format 1 directed for one user. Format 1 is used throughout this paper for ease

of understanding.

Each matrix of size 1×48×3 obtained post multiplexing will be reshaped into

corresponding 6 × 8 × 3 matrices. These 6 × 8 × 3 matrices will be converted to
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8×8×3 matrices by integrating anchor patterns. Anchor patterns are corner 2×2

sub-matrices that will be used to retrieve orientation information from the image

at the receiver side. The resultant 8× 8× 3 matrix will be converted to an 8× 8

color image using bit color mapping as per Table 6.2. Color from each resultant

cell will be mapped to LEDs based on color value and position in the matrix. An

LED driver will control the status of LEDs as per the input from mapping and

produce an 8× 8 multicolor LED output.

A continuous video capturing the transmitter LED panel will be recorded on

the receiver side. The video will be processed frame-by-frame to extract the trans-

mitter’s position using the image processing technique. The detected RoI will be

resized and converted to an 8× 8× 3 image which undergoes channel separation

and provides three 8 × 8 binary matrices. The data will be regenerated at the

receiver sides after the removal of anchor patterns.

A simulator and prototype of the proposed QCD-OCC system will be imple-

mented, and their performance will be evaluated. The performance of the system

will be evaluated based on Peak Signal to Noise Ratio (PSNR), data throughput,

the success of reception(%), and BER at various distances and under different am-

bient lighting conditions. PSNR serves as a metric for evaluating channel quality.

It will be computed using the Mean Squared Error (MSE) between the images

containing inactive Tx(Iin) and active Tx(Iac) (Huynh-Thu and Ghanbari 2012).

Eq. 6.4 shows the computation of MSE where Rows and Cols are the height and

width of input images in terms of pixels, respectively.

MSE(Iin, Iac) =
1

Rows× Cols

Rows∑
i=1

Cols∑
j=1

(Iin(i, j)− Iac(i, j))
2 (6.4)

The peak value of the pixel intensity(Ipeak) in the received image Iac will be

computed as per the Eq.6.5

Ipeak = maxRows(maxCols(Iac)) (6.5)

From Eq. 6.4 and 6.5 PSNR can be expressed as:

PSNR((Iin, Iac) = 10 log10(I
2
peak/MSE((Iin, Iac)) (6.6)

The data throughput(Dt) for the proposed system will be evaluated as per

Eq. 6.7 where NLEDs is number LEDs on Tx panel, NColorBits is number of bits

required to represent color NAnchorLEDs is number LEDs used for anchor pattern,
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and fps is frame rate of Rx camera.

Dt = (NLEDs ∗NColorBits −NAnchorLEDs) ∗
fps

2
(6.7)

The percentage success of reception will be calculated as per Eq. 6.8 where Tb

is the total number of transmitted bits, and Eb is the number of error bit

SuccessofReception(%) =
Tb − Eb

Tb

∗ 100 (6.8)

6.2.3 Implementation of Proposed QCD-OCC Transmitter

Simulation

A simulator is proposed to study challenges for the practical implementation of the

proposed QCD-OCC system. Similar to the proposed system, the simulator will

have Tx and Rx. Figure 6.4 shows the components of Rx simulation. A random

binary data generator function generates binary streams of variable lengths. For

example, if P is a pseudo-random number between 0 and 1 and S is the size limit,

then the data generated DG will be as shown in Eq. 6.9, where

DG = [x1, x2, x3, ..., xN ] (6.9)

where N = ⌈P × S⌉ and

x =

1, if 0.5 > P

0, otherwise

These streams are written into three files to simulate three individual data sources.

The maximum stream length (Lmax) across the three files is computed as per Eq.

6.10, where L1, L2, L3 are lengths of data stream in file 1, 2 and 3 respectively.

Lmax = max(L1, L2, L3) (6.10)

The lengths of each data stream are made equal by padding 0s. The number

of zeros(Zi) to be padded is determined as per the Eq. 6.11 where i is file number.

Zi = (48× ⌈Li

48
⌉)− (Lmax mod 48) (6.11)
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Figure 6.4: Block diagram of the proposed QCD-OCC Transmitter Simulator



163 CHAPTER 6

The individual data streams are appended with the corresponding number of

zeros to obtain new data streams of lengths Lnew
i , where Lnew

i = Li + Zi. The

lengths of the resultant data streams are equal and multiple of 48. The total

number frames (NF ) required to transmit each file is Lnew
1 ÷ 48. Thus, each frame

consists of 48 bits for individual files.

The scalar 1×48 is vectorized into 6×8 binary matrices. These 6×8 matrices

are further converted to 8×8 matrices as per the proposed Tx frame format shown

in Figure 6.5a, where Ai and Di are anchor and data positions, respectively. The

corner 2× 2 matrices are zeros and overwritten by anchor pattern post multiplex-

ing. Each frame with common indices is forwarded to a color channel multiplexer,

where an 8x8 matrix from three file frames, namely as RTx
8x8, G

Tx
8x8 and BTx

8x8 are

multiplexed into a single 8× 8× 3 matrix OTx
8x8x3.

Figure 6.5b represents steps involved in color channel multiplexing. An 8 × 8

anchoring pattern is added across three channels obtaining the output 8 × 8 × 3

matrix. The anchor pattern values is assigned as [A1,A2,A3,A4]=[0,0,0,0] and

[A5,...,A16]=[1,...,1]. In the next step, the colors for each cell of the final 8 × 8

matrix are defined as per the Baryons color model inspired bit color mapping

table.

As an 8× 8 size image is a very small size in terms of pixels, the image is re-

scaled to 64×64. The final generated colored image is overlapped on a camouflage

base image size 1920 × 1080 × 3 using sub-matrix substitution, and a Gaussian

noise is added to simulate the process involved in RoI extraction. A magnification

factor is integrated to simulate the change in Tx size as per distance from Rx.

The resultant image undergoes rotation of 45 or 90 degrees to verify the rotation

support of the proposed system. Each image is named as per the frame number

and stored in a folder.

6.2.4 Implementation of Proposed QCD-OCC Receiver

Simulation

The steps involved in receiver simulation are shown in Figure6.6. The process

starts with accessing the folder containing images generated by the Tx simulator.

Each image is processed sequentially as per the naming convention. However,

since in a practical system, there will be a probability of packet drop due to frame

sampling error,
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Figure 6.5: Proposed OCC Modulation Scheme Frame Format and Color Channel Multiplexing Process
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thus a simulation of this error resulting in skipping of image(S(i)) is imple-

mented as:

S(i) =

i, ifP < 1− (Fr/48/3/Dr)

0
(6.12)

where i is an image from the folder, Fr is the frame rate of the camera, and Dr

is the transmitter data rate. The probability of packet drop for the selected image

decreases with an increase in camera frame rate and/or decrease in transmitter

data rate. The selected image undergoes noise removal using a Wiener filter. The

extraction of RoI from the first image is a sequence of pre-processing steps. The

input colored image is converted into grayscale(Gr) as per the Eq.6.13 where x

and y are the rows and columns of pixels in the image, and R, G and B are color

channels.

Grx,y = 0.299 ∗Rx,y + 0.587 ∗Gx,y + 0.114 ∗Bx,y (6.13)

A threshold(T ) for binarization is estimated as per Eq.6.14 where maximum

grayscaled pixel intensity is used as the threshold. Eq. 6.15 provides binarized

image(B)

T = maxx(maxy(Grx,y)) (6.14)

Bx,y = Grx,y < T − 1 (6.15)

A square structural element(strel) of size n as given in Eq.6.16 is used to dilate

the binarized image. Eq.6.17 provides dilated binary image.

streln =


11,1 .. .. 1n,n

.. .. .. ..

.. .. .. ..

1n,1 .. .. 1n,n

 (6.16)

Bi,j ⊕ strel =
{
z|( ˆstrelz ∩Bc

i,j ̸= ϕ)
}

(6.17)

Out of the n blobs from the dilated image, the blob with the maximum area(BM)

is selected as per Eq.6.18 where BAn is the area of blob n.

BM = max(BAn) (6.18)
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Figure 6.6: Block diagram of the proposed QCD-OCC Receiver Simulator
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The coordinates of BM are extracted from each channel to provide RoI as

shown in Eq. 6.19 where px,y is the pixel at position x and y.

RoI = {px,y|(Rx,y ∩BMx,y) + (Gx,y ∩BMx,y) + (Bx,y ∩BMx,y)} (6.19)

The coordinates of extracted RoI are applied to all the subsequent images to

crop Tx. It is assumed that subsequent images have the same Tx position and

magnification in the image as the first reference image. A square bounding box is

drawn around the Tx. The area of the bounding box is compared with the area

of the blob in RoI, and RoI rotation is performed to align RoI with the bounding

box. A Hough transform is applied to identify the angle(θ) by which Tx is rotated,

and an opposite direction rotation of Tx is performed. Thus, the aligned Tx (ATx
i )

from cropped RoI of ith image can be expressed as shown in Eq. 6.20, where, HT

is Hough transform.

ATx
i = rotate(RoIi,−(HT (RoIi))) (6.20)

The aligned RoI of Tx will further be quantized to 3-bit color, and a reshaping

function is applied to covert the resultant image into an 8 × 8 × 3 matrix. The

values from anchoring positions are extracted and compared with expected values.

An anti-clockwise matrix rotation is performed till all the anchor values match or

four iterations are over. The rotated matrix(O) can be expressed as shown in Eq.

6.21 where Tr is transpose operation and Cr is column reverse operation.

ORx
8x8 = Cr(Tr(A8x8)) (6.21)

Each cell in the resultant matrix ORx
8x8 consists of RGB values. By undergoing

channel separation ORx
8x8x3 is converted to three 8×8 matrices RRx

8x8, G
Rx
8x8 and BRx

8x8.

Each matrix is binarized, and the resultant 8 × 8 binary vector is converted to

64-bit streams. The anchor values from these three streams are removed from

corresponding positions to provide the final 48 bits per stream. The values are

written in separate output files, and the entire process repeats for the next image

till no more images exist in the input folder to read. The output of each iteration

is written in append mode in respective files.

Figure 6.7a shows the image generated by the simulated transmitter, which

consists of a simulated Tx LED panel and background. Figure 6.7b shows a

screenshot of the Rx simulator during demodulation steps which consist of cropped

RoI, channel-separated binary matrices, PSNR, and decoded data.
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(a) Tx Simulator Generated Image (b) Rx Simulator Demodulation

Figure 6.7: Tx and Rx Simulator Screenshots of Proposed QCD-OCC System

6.2.5 Implementation of Proposed QCD-OCC System

Prototype

The proposed QCD-OCC system prototype consists of a programmable board

(Arduino Uno) controlled 8× 8 neopixel LED matrix (Adafruit WS2812B) as Tx

and a webcam (Logitech C310) attached computer as the Rx. This circuit diagram

and implemented Tx is as shown in Figure 6.8a and 6.8b.

(a) (b)

Arduino UNO

8x8 Neopixel LED

Figure 6.8: Implementation of Proposed Tx (a)Circuit Diagram (b) Connected
Hardware Components

Pins v+, v-, and in of LED matrix are connected to 5v, ground(GND), and

digital pin 6 of the Arduino board in the same order. Pin 6 is set to output

using pinMode(6, OUTPUT ) command. Algorithm 25 shows the steps involved
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in transmitting data using QCD-OCC Tx. Three individual predefined message

strings, namely F1, F2, and F3, are used as input. M is the maximum length

of these three strings, computed using length and max functions. Nframes is the

number of frames required to transmit overall data. framei is initialized to 0

and is used to track the current frame number. Adafruit Neopixel is a class of

Adafruit library that provides access to functions used for controlling neopixel

LED. pix is an object of Adafruit Neopixel class, and the constructor accepts

the number of LEDs(64), connected pin number(6), and the type of the neopixel

LED(NEO GRB+NEO KHZ800 ) as its parameters. The delayV al is the delay

between successive Tx frames. Thus, if Txframes is 5 per second, then delayV al

will be 200 ms. The Loop(10) function sets anchor pattern(1), top 2 × 4 data

pattern(1), bottom 2× 4 data pattern(1), and middle 4× 8 data pattern(1) of the

Tx frame as per input characters.

Algorithm 25 QCD-OCC for Transmitter

1: Initialize strings F1,F2, and F3
2: M = max(F1.length(),max(F2.length(), F3.length()))
3: Nframes = ceil((m× 8)÷ 48)
4: framei = 0
5: Adafruit NeoP ixelpix = Adafruit NeoP ixel(64, 6, type)
6: delayV al = 1000/Txframes
7: function Setup
8: Set pin mode to output for pin 6
9: end function
10: function Loop
11: SetAnchorPattern()
12: SetTopDataPattern(framei)
13: SetBottomDataPattern(framei)
14: SetMidDatatPattern(framei)
15: pix.show()
16: delay(delayV al)
17: framei ++
18: if mod (framei, Nframes) == 0 then
19: framei = 0
20: end if
21: end function

Algorithm 26 Supporting Functions: SetAnchorPattern

function SetAnchorPattern
A1(2, 2) = 0, A2(2, 2) = 1, A3(2, 2) = 1, A4(2, 2) = 1

end function



CHAPTER 6 170

Algorithms 26, 27, 28 and 29 shows the implementation of supporting func-

tions. The SetAnchorPattern function sets the pattern for the four corner 2× 2

positions as zero or unity matrices per the Tx frame format. Each Tx frame rep-

resents 6 bytes per channel. The function bitRead is used to read the bit value of

a byte at the specific input index.

Algorithm 27 Supporting Functions: SetTopDataPattern

function SetTopDataPattern(framei)
charF1c1 = F1.charAt(6× framei)
charF2c1 = F2.charAt(6× framei)
charF3c1 = F3.charAt(6× framei)
for (i = 2; i < 6; i++) do

TD(0, i) = pix.setP ixelColor(i, pixels.Color(255∗bitRead(F1c1, 7−(i−
2)), 255 ∗ bitRead(F2c1, 7− (i− 2)), 255 ∗ bitRead(F3c1, 7− (i− 2))))

end for
for (i = 10; i < 14; i++) do

TD(1, i − 8) = pix.setP ixelColor(i, pix.Color(255 ∗ bitRead(F1c1, 3 −
(i− 10)), 255 ∗ bitRead(F2c1, 3− (i− 10)), 255 ∗ bitRead(F3c1, 3− (i− 10))))

end for
end function

Algorithm 28 Supporting Functions: SetBottomDataPattern

function SetBottomDataPattern(framei)
charF1c1 = F1.charAt(6× framei + 1)
charF2c1 = F2.charAt(6× framei + 1)
charF3c1 = F3.charAt(6× framei + 1)
for (i = 51; i < 54; i++) do

BD(6, i−49) = pix.setP ixelColor(i, pixels.Color(255∗bitRead(F1c1, 7−
(i− 51)), 255 ∗ bitRead(F2c1, 7− (i− 51)), 255 ∗ bitRead(F3c1, 7− (i− 51))))

end for
for (i = 58; i < 62; i++) do

BD(7, i − 56) = pix.setP ixelColor(i, pix.Color(255 ∗ bitRead(F1c1, 3 −
(i− 58)), 255 ∗ bitRead(F2c1, 3− (i− 58)), 255 ∗ bitRead(F3c1, 3− (i− 58))))

end for
end function

The function SetTopDataPattern converts the first byte of each frame per

channel into the top 2×4 LED color matrix. The color for each LED is computed

as the product of bit value and 255. Thus, for bit value 1, the respective color

will be 255 and 0 for bit value 0. pixColor accepts parameters as R, G, and

B values from 0-255. For, example pixColor(255, 255, 255) represent whit color.

Function setP ixelColor set the color for corresponding LED number. Similar to
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Algorithm 29 Supporting Functions: SetMidDataPattern

function SetMidDataPattern(framei)
for (j = 2; j < 6; j ++) do

charF1c1 = F1.charAt(6× framei + j)
charF2c1 = F2.charAt(6× framei + j)
charF3c1 = F3.charAt(6× framei + j)
for (i = 7; i > 0; i−−) do

MD(2 + j, 7− i) = pix.setP ixelColor
(i, pixels.Color(255 ∗ bitRead(F1c1, i),
255 ∗ bitRead(F2c1, i),
255 ∗ bitRead(F3c1, i)))

end for
end for

end function

SetTopDataPattern, the function SetBottomDataPattern converts the second

byte of each Tx frame per channel into the bottom 2× 4 LED color matrix. The

function SetMidDataPattern is used to convert the remaining 4 bytes of each Tx

frame per channel into the middle 4× 8 LED color matrix.

200 cm

8x8 Neopixel 
LED Matrix

Arduino Board

WebcamMatlab App 
Frontend

Figure 6.9: Implemented QCD-OCC Prototype System

The implementation of the proposed prototype Rx is similar to the performance

of the proposed Rx simulator. The only change is concerning input and removal

of the frame drop function. In the prototype Rx, the input will be a direct camera

feed for which the image capture rate is controlled using the delay function. Figure

6.9 shows the hardware implementation of the proposed QCD-OCC system, and
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components like Rx Camera, 8× 8 LED Tx, Arduino uno, and Matlab-based app

front end are highlighted.

6.3 Results and Discussion

Table 6.3: Parameter of the Experiment Setup

Parameter Value Parameter Value
Tx Dimension 6.5 cm x 6.5 cm CPU i7-700 3.6GHz

Tx Model
WS2812B-64

8x8 LED Matrix
RAM 16 GB

Transmission
Data Rates

720 bps, 1440 bps,
2160 bps, 2880 bps,
3600 bps, 4320 bps

File Sizes
File 1: 97 bytes,
File 2: 123 bytes,
File 3: 109 bytes

Camera
Frame Rate

30 fps 1/1500s Distances
50 cm, 100 cm,
150 cm, 200cm

Camera
Resolution

1920x1080 pixels Ambient light
27 lux, 149 lux

304 lux
Exposure ISO100 Rotation Angle 0, 45, 90

Table 6.3 shows the parameters and their corresponding values used during the

performance evaluation of the proposed system. Preliminary experiments were

conducted to study the impact of distance on the pixel intensity of Tx. Figure

6.10 shows the original Tx and its corresponding side and top views of intensity

profiles at distances of 50, 100, and 200 cm. It was observed that for L = 50 cm

and 100 cm, there was the least significant difference with respect to pixel density

in the RoI. It was also observed that intensities for white, red, and yellow color

LEDs were more prominent across three images. The colors such as blue, green,

and cyan had comparatively less intensity. At L = 200 cm, the intensity of cyan

color becomes negligible, resulting in faulty decoding of bits.

The success of reception at a distance of 50 cm for varying Tx data-rate was

evaluated for the proposed QCD-OCC simulator and proposed QCD-OCC proto-

type. The magnification factor for simulated Tx was kept at 0.9 to match the size

of prototype Tx at a 50 cm distance. The ambient light intensity for the prototype

was ≈27-31 lux. The mean of 10 iterations per data rate was used to generate

a comparison. Figure 6.11 shows the obtained results. It was observed that the

success of the reception of the proposed QCD-OCC prototype drops drastically

after the point where the Tx frame rate becomes greater than 15. It is mainly due

to sampling error which results in capturing Tx images during frame transitions.
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Original captured image Quantized intensity of detected data Top view

L=50 cm, Exposure=ISO100

(a)

L=100 cm, Exposure=ISO100

(b)

L=200 cm, Exposure=ISO100

(c)

Figure 6.10: Tx intensity profile at distances L=50 cm, 100 cm and 200 cm

Since the proposed equation used for simulation of frame drop does not handle

the condition of Tx data rate > fps/2 separately, the figure shows a linear drop

in the success of the reception.

The results of the evaluation of PSNR under various lighting conditions are

shown in Figure 6.12. It was observed that with the increase in distance, the

PSNR value decreases irrespective of lighting conditions. It was also observed

that the PSNR value was highest for the least ambient light intensity and de-

creased gradually with the increase in ambient light intensity. As distance and

ambient light intensity increase, the difference between the reference image and

Tx image decreases, directly proportional to PSNR. Figure 6.13 shows the success

of reception at various distances under different lighting conditions. The average

of 10 samples per distance per lighting condition is plotted.
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Figure 6.11: Comparison of success of reception (%) between implemented pro-
posed QCD-OCC simulator and proposed QCD-OCC prototype

5 0 1 0 0 1 5 0 2 0 0
1 8
2 0
2 2
2 4
2 6
2 8
3 0
3 2
3 4
3 6

PS
NR

(dB
)

D i s t a n c e ( c m )

 2 7  l u x
 1 4 9  l u x
 3 0 4  l u x

Figure 6.12: Evaluation of proposed prototype-PSNR at distances 50, 100, 150,
and 200 cm under different ambient lighting conditions.

It was observed that for ambient light ≈27 lux, reception success is ≈100% at

distances 50, 100, 150, and 200 cms. The success rate gradually decreases with

an increase in ambient light and distance. These results show that the proposed

system performs well even under low light conditions.
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Figure 6.13: Evaluation of proposed prototype-the success of reception (%) at
distances 50, 100, 150, and 200 cm under different ambient lighting conditions.

The BER of the proposed prototype was evaluated under the low light condi-

tion of ≈27-30 lux at distances of 50, 100, 150, and 200 cms for Tx data rates 720,

1440, 2160, 2880, 3600, and 4320 bps. As shown in Figure 6.14, it was observed

that the proposed system delivers its minimum BER of 1.37× 10−5 at a distance

of 50 cm and Tx data rate of 720 bps. Since, for IoT applications, BER of 10−3 is

sufficient for communication, the BER of 1.21 × 10−3 for 2880 bps at a distance

of 200 cm is sufficient for IoT applications. It was also observed that the perfor-

mance of the system deteriorated with an increase in Tx data rate and distance.

Increasing data rate adds more sampling errors, whereas increasing distance adds

to frame drops due to incorrect detection of LEDs from the group of interfering

LEDs.

The performance of the proposed system with respect to throughput and ro-

tation support was compared with other existing similar OCC techniques, which

used an 8× 8 LED panel as Tx and a 30 frames per second (FPS) camera as Rx

for their implementation, as shown in Figure 6.15 where T is the angle of rotation

by which Rx is rotated.
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Figure 6.14: Performance evaluation of proposed prototype-BER vs. Distance vs.
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Figure 6.15: Performance evaluation of proposed prototype-Data throughput of
other similar systems

RS-based OCC systems provide high throughput for a fixed short distance,

but as the distance increases, the throughput drops. Also, RS-based systems

offer limited support for rotation. The data matrix system provides a throughput

of 1.92 × 103 bps for zero degrees rotation. QR Code-inspired system provides

rotation support; however, with the throughput of 1.44× 103 bps, it is lower than

the data matrix system as few LEDs are constantly used for representing anchor

positions.
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Table 6.4: Performance Comparison

Technique
Tx

Device
Camera
FPS

Dist
ance

Flicker
Rotation
Support

Type of
Camera

Number
of Links

BER
Throu-
ghput

RS-OCC-
MIMO

Teli et al. (2020a)

8x8 LED
Panel

30 <1.5m No No RS 1 > 10−4 1.4 Kbps

Data
Matrix

8x8 LED
Panel

30 <2m Yes No GS 1 > 10−3 1.9 Kbps

QR Code
(Single Color)

8x8 LED
Panel

30 <3m Yes Yes GS 1 - 1.44 Kbps

QR Code
(Multi-Color)

Nguyen and Jang (2016)

LCD
Display

60 <3m Yes Yes RS+GS Multiple > 10−4 5.4 Kbps

Proposed
QCD-OCC

8x8 LED
Panel

30 <3m Yes Yes RS+GS Multiple > 10−4 4.32 Kbps
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The proposed QCD-OCC system uses 16 LEDs to represent anchor positions

and 3-bit colors to send data, thus achieving a throughput of 4.32× 103 bps with

rotation support.

Table 6.4 shows the comparison of the proposed system with existing systems

based on parameters like type of Tx device, Rx camera FPS, maximum distance

with tolerable BER, flickering, rotation support, type camera, MIMO support,

BER, and throughput. It was observed that the proposed QCD-OCC showcases

support for rotation, compatibility with RS and Global Shutter (GS) cameras,

allows multiple links, and provides a combined throughput of 2160 bps.

In a similar system, the multicolor QR code showcased better performance

compared to the proposed QCD-OCC system as it uses 4 LEDs for rotation com-

pensation; however, the system uses an LCD which consumes more power com-

pared to an 8x8 LED panel and 60 fps camera at the Rx side.

As shown in Table. 6.5, the proposed QCD-OCC method stands out among the

other methods listed in the table for several advantages it offers. Unlike the pre-

vious works, QCD-OCC combines the use of the ”Brightest Object” and ”Shape

Detection” techniques, allowing it to detect and analyze both the brightest objects

and their shapes simultaneously. This provides a more comprehensive approach to

RoI detection. Furthermore, QCD-OCC supports multiple bright sources and han-

dles RoIs that are rotated or skewed. It also exhibits high computational efficiency,

as it does not require intensive computing resources. Additionally, QCD-OCC is

not dependent on the distance between the RoI and the detection system, ensur-

ing consistent performance regardless of the proximity. These advantages make

QCD-OCC a promising method for RoI detection, offering a robust and versatile

solution for various applications.

6.4 Summary

A novel Quantum Chromodynamics inspired 8x8 multicolor LED panel-to-camera

communication was proposed, implemented, and evaluated. A Baryon’s gluon

exchange color model was used to provide the mapping between sets of 3 bits

and respective colors. QR code-inspired anchoring patterns was introduced to

provision rotation support and thus offered more robustness. The Tx and Rx sim-

ulations of the proposed system were implemented to simulate processes involved

in converting data to LED mapping and reconstructing data from images. Two

strategies were proposed to achieve user-centric MIMO. Three different files were
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Table 6.5: Method Comparison

Previous Work
RoI

Detection
Method

Support for Compute
Intensive

Dependent
on DistanceMultiple

Bright
Sources

Rotation
or Skew

MIMO

(Do and Yoo 2019) Brightest Pixel No No No No Yes
(Guan et al. 2019) CNN, LoS Yes No No Yes No

(Sun et al. 2021)
YOLOv5,

Shape Detection
Yes Yes No Yes No

(Nguyen and Jang 2021a) CNN Yes No Yes Yes No
(Teli et al. 2020b) Brightest Pixel No Yes Yes No Yes

(Nguyen et al. 2021)
YOLOv5,

Shape Detection
Yes Yes No Yes No

Proposed QCD-OCC
Brightest Object,
Shape Detection

Yes Yes Yes No No
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used to simulate MIMO at the Tx side, which was further decoded and logged into

three output files. The content from input files and output files were compared to

the evaluated success of the reception of the implemented simulator. A function

is dependent on the camera frame rate and Tx data rate was used to simulate

frame drop. A low-cost prototype was built using 8x8 neopixel LEDs and a we-

bcam to test the proposed QCD-OCC system. The intensity profiles for the Tx

at various distances were compared to study the impact of color intensity for suc-

cessful decoding. The success of reception was compared between the simulator

and prototype. The prototype provided 100% success of reception and maximum

PSNR of ≈33 dB at the distance of 50 cm and for Tx data rate of 720 bps and

ambient light intensity ≈27 lux. The proposed prototype demonstrated the least

BER of 1.37× 10−5 for 50 cm and 720 bps Tx data rate; however, the maximum

allowable BER of 1.13 × 10−2 was observed at a maximum distance of 200 cm,

and the maximum data rate of 3600 bps. The proposed system supported MIMO

and showcased a combined throughput of 2.16 Kbps with rotation support up to

90 degrees and a maximum communication distance of <3 m.

The performance of the prototype Rx can be further improved by using a

specialized lens to support longer distances of communication and high frame

rate cameras. Usage of 16 × 16 and 32 × 32 LED panels would provide higher

throughput. The performance of the simulator can be improved by integrating

LED light spreading characteristics.



Chapter 7

Conclusions and Future Work

OWC is an emerging domain of wireless communication that has potential to

serve as various bandwidth intensive applications. Visible light communication

and optical camera communications are two sub-domains under OWC, that uses

the available unlicensed visible light spectrum to enable data transfer. These tech-

nologies can be integrated in the existing network architecture and can serve as the

possible solution for communication under non-RF zones, such as hospitals, and

military areas. In this thesis, various design architectures of VLC and OCC sys-

tems are proposed, implemented and evaluated to improve over existing systems.

The motivation of the work was to design and develop an efficient modulation

technique for visible light communication in indoor environment with respect to

data rate, error rate, and distance for IoT applications. The defined objectives

included, design and implementation of VLC and OCC modulations techniques

that addresses the existing challenges and issues. The integration of proposed

techniques with IoT architecture is also explored in thesis by implementing few

IoT applications on the experimental testbeds built during testing of proposed

modulation techniques. A detailed literature survey was carried to understand

about the domain, its challenges and to get familiarized with various implementa-

tion and evaluation aspects of the VLC/OCC systems. It also helped to identify

the research gaps to align with the proposed objectives.

The first set of contributions addresses the need for having an easy-to-setup

VLC testbed using off-the-shelf components. An experimental testbed was de-

signed and implemented to analyze VLC modulation techniques. the channel

model was built and based on the free space, the effect of various environmen-

tal parameters such as room dimensions, LED and transmitter FoV in SNR was

simulated and observed. optical properties. The error probability was simulated

using the channel characteristics. It turned out that the simulated error proba-
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bility was relatively consistent with the experimentally obtained results. It was

also found that of the two modulation techniques applied on the proposed test

platform, PDM modulation performed twice as well as OOK modulation in terms

of reception success, but PDM was on average three times slower than OOK mod-

ulation due to its underlying nature. Using the implemented test platform, an

application to transfer binary images from VLC-Tx to VLC-Rx was proposed and

implemented. 100 % reception success was observed at a short distance, which

showed the integrability of the VLC system with IoT applications. The work is

limited by the need for separate hardware to match existing VLC devices. Since

the introduction of new hardware components into existing devices would require

investments and additional research by companies, the planned work is limited to

laboratory environments, where the operation of VLC systems is demonstrated

and modular techniques are tested.

The second set of contributions address the practical limitations of photdiode

based VLC systems, by proposing a camera based modulation technique. It pro-

vides cameras for existing devices that can be converted to VLC compatible de-

vices. A new rolling window-based OCC modulation technique called HFSPDM

was proposed and implemented in an in-house VLC test system. Two other mod-

ulation techniques, OOK and BFS-OOK, were implemented on the same testbed

to compare their performance with the proposed technique. In all experiments,

it was observed that when the distance between Tx and Rx increases, the num-

ber of detectable lines decreases, regardless of the modulation frequencies. This

is mainly due to the decrease in the size of RoI. As the distance increases, RoI

decreases, while the track width remains unchanged. These results helped to ex-

tract the distance information based on the multiple traced lines. It was also

observed that as the modulation frequency increases, the path width decreases to

a certain level and starts to increase at higher modulation frequencies. This is

due to pixel leakage and blurring of the image, making it difficult to detect edges.

Compared to two other benchmark modulation techniques, BFS-OOK was found

to provide consistent near-zero BER/bps at 200 Hz, while our proposed HFSPDM

technique showed BER/bps closer to 0.04. It was also observed that the number

of frames to transmit the same amount of data in HFSPDM as in BFS-OOK was

significantly lower, but higher than OOK; that’s because HFSPDM represents an

average of 2 bits per 5 frames, while BFS-OOK represents 1 bit per 3 frames. The

bitframe ratio is higher than OOK; however, HFSPDM gives a better BER than

OOK at longer distances because OOK is more sensitive to noise. Thus, it can

be concluded that HFSPDM can be used in OCC applications that require little
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computation and high accuracy over relatively long distances.

As an extension to the work on HFSPDM, an IPS using VLC and OCC has

been designed and implemented. In our proposed system, the use of rolling shutter

phenomenon obtained images of LED beacon flickering at specific frequency with

alternate bright and dark stripes. The relation between these stripe widths and

frequency was used to estimate the user position, and the relation between number

of stripes and distance was used to estimate distance from beacon. It was observed

that the proposed IPS system works fine until the aperture size is large enough

to be detected by the camera and stripe width is smaller that detected aperture.

Finally, the android application housing the proposed system showed location

specific messages when requested.

The proposed works used rolling shutter phenomenon to build a VLC system

using readily available mobile phone camera. However, the dependence on the

size of the Tx aperture, limits the achievable bandwidth and restricts the user

movement. Thus, there is need to have more robust technique to achieve VLC

using OCC.

The third set of contributions is with respect to 2D pattern-based OCC. A

novel 2D LED matrix pattern to camera communication was proposed to provide

non-RF-based long-distance communication for Industrial IoT applications. The

current 2D data matrix based camera communication system offers a maximum

transfer rate of up to 1960 bps; however, as the distance between the transmitter

and receiver increases, the pixels become imprecise resulting into BER degrada-

tion. To alleviate this problem, a concept inspired by texture feature analysis and

classification was proposed to create a pattern that can be detected by conven-

tional cameras at longer distances. The proposed model is nested in nature, which

provides inherent support for hierarchical pattern classification. The incoming bit

sequence was mapped into an 8x8 pattern. A simulation of Tx and Rx was built

in Matlab to compare linear and binary search times. Based on the simulation

results, it was found that multi-threaded binary search performs better than linear

search. Thus, additional tests were performed on the hardware prototype. Exper-

iments were conducted on the optimal choice of camera parameters. Experiments

were conducted to evaluate BER and remote sensing techniques. The proposed

model was found to provide faster decoding for multi-threaded binary search com-

pared to linear search at data rates above 256 bps. The binary search gave the

best performance of 20% BER at 2 m distance and 256 bps. It was also observed

that the BER improves as the camera resolution increases.

Two applications to demonstrate the integration of IoT and 2D pattern-based
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OCC were proposed. The proposed patterns were inspired by QR codes and

Aztec codes. A DHT11 sensor was used to provide ambient temperature and

humidity readings. The sensor data was transmitted using the proposed techniques

and decoded using the receiving camera. SNR of the proposed applications were

evaluated based on the visibility and correctness of decoding data at different

distances. Of the two proposed systems, the Aztec code-based pattern-to-camera

communication was more energy efficient. Both proposed systems can be used to

extend existing indoor infrastructure with cameras to provide non-RF based data

communication. It was observed that the performance of the proposed system can

be improved further by including chromaticity of light in conjunction with the

spatiality of the 2D transmitter to provide higher bandwidth and MIMO support.

In another proposed 2D pattern-based OCC system, a novel Quantum Chro-

modynamics inspired 8x8 multicolor LED panel-to-camera communication was

proposed, implemented, and evaluated. The Tx and Rx simulations of the pro-

posed system were implemented to simulate processes involved in converting data

to LED mapping and reconstructing data from images. A function is dependent

on the camera frame rate and Tx data rate was used to simulate frame drop. A

low-cost prototype was built using 8x8 neopixel LEDs and a webcam to test the

proposed QCD-OCC system. The success of reception was compared between the

simulator and prototype. The prototype provided 100% success of reception and

maximum PSNR of ≈33 dB at the distance of 50 cm and for Tx data rate of 720

bps and ambient light intensity ≈27 lux. The proposed prototype demonstrated

the least BER of 1.37 × 10−5 for 50 cm and 720 bps Tx data rate; however, the

maximum allowable BER of 1.13× 10−2 was observed at a maximum distance of

200 cm, and the maximum data rate of 3600 bps. The proposed system supported

MIMO and showcased a combined throughput of 2.16 Kbps with rotation support

up to 90 degrees and a maximum communication distance of <3 m.

The performance of the prototype Rx can be further improved by using a spe-

cialized lens to support longer distances of communication and high frame rate

cameras. Usage of 16× 16 and 32× 32 LED panels would provide higher through-

put. The performance of the simulator can be improved by integrating LED light

spreading characteristics.

Considering the limitations of the proposed work, the future directions would

be with respect to improvement in achieving longer distance communication using

photodiodes. The limited FoV of photodiode can be addressed by combining mul-
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tiple directed photodiodes. Further modulation techniques can be implemented

and tested on the proposed photodiode based VLC testbed.

Further new RS-based modulation techniques can implemented and tested us-

ing the proposed testbed. The performance of the proposed HFSPDM technique

can be improved by using color based modulation. The proposed pattern based

modulation techniques were tested for a short distance, further experiments can be

conducted using external magnification to increase distance of communication.
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(2020). “M-QAM modulation technique effect for an OFDM-RoF/XGS-PON

converged network”. 2020 IEEE Latin-American Conference on Communications

(LATINCOM), IEEE, Santo Domingo, Dominican Republic, 1–6.

Dehghani Soltani, M., A. A. Purwita, I. Tavakkolnia, H. Haas, and M. Safari

(2019). “Impact of Device Orientation on Error Performance of LiFi Systems”.

IEEE Access , 7, 41690–41701.

Deng, R., L. Liu, Y. Shao, and L. Chen (2019). “2D-Constellation-Assisted CSK

transmission over OCC system under low-level illuminance”. 2019 24th OptoElec-

tronics and Communications Conference (OECC) and 2019 International Confer-

ence on Photonics in Switching and Computing (PSC), IEEE, Fukuoka, Japan,

1–3.

Do, T.-H. and M. Yoo (2019). “A simple LED panel dection algoritum for Optical

Camera Communication systems”. 2019 International Conference on Information

and Communication Technology Convergence (ICTC), IEEE, Jeju, Korea (South),

747–749.



192

Fath, T. and H. Haas (2013). “Performance Comparison of MIMO Techniques for

Optical Wireless Communications in Indoor Environments”. IEEE Transactions

on Communications , 61(2), 733–742.

Feng, L., R. Q. Hu, J. Wang, and Y. Qian (2018). “Deployment Issues and Perfor-

mance Study in a Relay-Assisted Indoor Visible Light Communication System”.

IEEE Systems Journal , 1–9.

Fujimoto, N. and H. Mochizuki (2013). “477 Mbit/s visible light transmission

based on OOK-NRZ modulation using a single commercially available visible LED

and a practical LED driver with a pre-emphasis circuit”. Optical Fiber Communi-

cation Conf./Nat. Fiber Optic Engineers Conf., IEEE, Anaheim, CA, USA, 1–3.

Galati, A. and C. Greenhalgh (2010). “Human Mobility in Shopping Mall Envi-

ronments”. Proceedings of the Second International Workshop on Mobile Oppor-

tunistic Networking , Association for Computing Machinery, New York, NY, USA,

1–7.

Gallmeister, K. and U. Mosel (2022). “Hadronization and Color Transparency”.

Physics , 4(2), 440–450.

Gancarz, J. E., H. Elgala, and T. D. Little (2015). “Overlapping PPM for band-

limited visible light communication and dimming”. Journal of Solid State Lighting ,

2(1), 3.

Garg, N. and J. Parikh (2017). “Wireless transceiver design for visible light com-

munication”. 2017 International Conference on Inventive Computing and Infor-

matics (ICICI), IEEE, Coimbatore, India, 509–511.

Ghassemlooy, Z., F. Ebrahimi, S. Rajbhandari, S. Olyaee, X. Tang, and

S. Zvanovec (2017). “Visible light communications with hybrid OFDM-PTM”.

2017 13th International Wireless Communications and Mobile Computing Con-

ference (IWCMC), IEEE, Valencia, Spain, 894–898.
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