
A Novel Multi-Threaded K-Means Clustering 

Approach for Intrusion Detection 

Vidit Pathak, 

Information Technology Dept. 
NITK Surathkal, Karnataka, India 

viditpathak@gmail.com 

Abstract- Due to the proliferation of high-speed internet access, 

more and more organizations are becoming vulnerable to 

potential cyber-attacks. An intrusion is defined as any set of 

actions that compromise the integrity, confidentiality or 

availability of a resource. Intrusion Detection System (IDS), as 

the main security defending technique, is widely used against 

malicious attacks. IDS system should be good enough to detect 

existing attacks as well as novel attacks at high speed. Thus to 

fulfil these requirements a new novel Multi-Threaded K-Means 

clustering approach has been used which has resulted in high 

detection rate and low false alarm rate. A subset of KDD99 Data 

set has been used as an input dataset for experiments. 

Keywords- Intrusion Detection System (IDS), Data Mining, K­
Means algorithm, KDD99 Data Set 

I. INTRODUCTION 

Intrusion detection as defined by the SysAdmin, Audit, 
Networking, and Security (SANS) Institute; is the art of 
detecting inappropriate, inaccurate, or anomalous activity [1]. 
Today, intrusion detection is one of the high priority and 
challenging tasks due to the high and rapid growth in network. 
Intrusion Detection System (IDS) is a component of the 
information security framework. Its main goal is to 
differentiate between normal activities of the system and 
suspicious or intrusive behaviour. Traditional instance-based 
or rule based IDS can only be used to detect known intrusions, 
since these methods classify instances based on what they 
have learnt from labelled data. Thus we need a technique for 
detecting known intrusions as well as new and un-known 
types of intrusions. A method that offers promise in these 
tasks is anomaly detection. Anomaly detection detects 
anomalies in the data (i.e. data instances in the data that 
deviate from normal or regular ones). It also allows us to 
detect new types of intrusions, because these new types will be 
deviations from the normal network usage. However, an 
accurate system that cannot handle large amount of network 
traffic and is slow in decision making will not fulfill the 
purpose of an IDS. Thus a faster algorithm is needed to handle 
a high data coming into network at constant rate. 

Most current approaches for detecting intrusions utilize 
some mathematical and intelligent methods and tools, 
including decision tree system [2], artificial neural network [3], 
SVM [4], genetic algorithm [5] and so on. Recently, there has 
been an increased interest in data mining based approaches to 
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build intrusion detection models [6-9]. Even approaches based 
on K-Means are also discussed in [lO-12] 

In this paper Clustering technique is used for anomaly 
detection. Clustering is the process of dividing the object in the 
groups such that objects within a group be similar to one 
another and different from the objects in the other group [13]. 
In this paper a novel Multi- Threaded K-Means approach has 
been proposed. The result obtained by new approach has been 
compared with K-Means algorithm. Proposed approach is able 
to detect novel attacks also. Sometimes two attacks are very 
closely related that it is almost not possible to differentiate that 
packet is of which type. At this time proposed approach flags it 
as both possible attack types where other approaches classifies 
it into any one type resulting in wrong decision sometimes. 

II. KDD99 DATASET 

The KDD Cup 1999 Intrusion detection contest data [14] 
was prepared by DARPA Intrusion detection evaluation 
program by MIT Lincoln Laboratory. Lincoln Labs set up an 
environment to acquire nine weeks of raw TCP dump data for a 
local-area network (LAN) simulating a typical U.S. Air Force 
LAN. They operated the LAN as if it were a true Air Force 
environment, but peppered it with multiple attacks. The raw 
data was processed into connection records. Most of the 
researchers use this KDD99 data set as input to their 
approaches. There are main 4 attacks in KDD99 dataset. 

1) Denial of Service Attack (DoS): is an attack in which the 
attacker makes some computing or memory resource too busy 
or too full to handle legitimate requests, or denies legitimate 
users access to a machine [15]. E.g. Ping of Death, Smurf etc. 

2) Remote to Local Attack (R2L): occurs when an attacker 
who has the ability to send packets to a machine over a 
network but who does not have an account on that machine 
exploits some vulnerability to gain local access as a user of 
that machine [15]. E.g. Multihop, Phf etc. 

3) User to Root Attack (U2R): is an attack in which attacker 
starts out with access to a normal user account on the system 
and is able to exploit some vulnerability to gain root access in 
system [15]. E.g. Perl, Rootkit etc. 

4) Probe Attack: is an attempt to gain access to a computer 
and its files through a known or probable weak point in the 
computer system [16]. E.g. Portsweep, Nmap etc. 
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III. METHODOLOGY 

When clustering is done on a data set having each data 
point of N-dimensional; to cluster the data into some K clusters 
same attributes of each data point are considered. This scenario 
is shown in Fig. 1. It shows the general scenario where all N 
attributes of a data point are considered to cluster it into Type-
1, Type-2, Type-3, ... , Type-K. That is all the attributes are 
used to find the distance between data point and a cluster. 

Data Point having N-Dimension 

Figure I. General Clustering Scenario 

But in some particular applications you need only p attributes 
to cluster data into one cluster and some q attribute to cluster 
into another. This scenario is shown below in Fig. 2. The Fig. 2 

Figure 2. Typical Clustering Scenario 

shows that to check that data point belongs to Type-1 or not we 
need to consider only those attributes which are labeled as X. 
Same way to check whether it is of Type-2 or not we need to 
consider attributes with Y labeled and labeled with Z attributes 
are considered to check whether it is of Type-3 or not. 

The same concept has been used here to detect different 
types of attacks. There is no need to consider all 41 attributes 
present in KDD99 data set to cluster them into different types 
of attack. As mentioned in [17] to cluster the data only some 
attributes out of total 41 attributes are needed. Table I shows 
that which attributes should be considered to cluster data point 
into particular cluster. 
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TABLEL REDUCED ATIRlBUTE SET 

Different Class Attributes To Be Considered 

Normal {I ,3,5-10,14, 15,17,20-23,25-29,33,35,36,38-40} 

DoS {I ,3,5,6,23-28,32,33,35,36,38-41 } 

Probe {3,5,6,23,24,32,33 } 

U2R {5,6,8, 15, 16, 18,32,33} 

R2L {3,5,6,21 ,22,24,32,33} 

A. Proposed Multi-Threaded K-Means Approach 
In our approach as KDD99 data set has been used as input, 

it is known that it contains 4 types of main attack. So we have 
taken total 6 threads to run in parallel. Out of these, 5 threads 
(Clustering threads Ti, where i=1 to i=5) are used to cluster the 
data and 6th thread (Coordinator thread T c) is used to take 
decision and classify the results. To cluster data point into any 
particular attack as mentioned in Table I, there is no need to 
consider all 41 attributes of KDD99 data set; we can take only 
some attribute and cluster that data point as a particular attack 
or not that attack. Thread Ti (where i=1 to i=5) will take only 
needed attributes to cluster data point as mentioned in Table I. 

Thread T 1 takes only attributes needed to cluster it into 
Normal or No Normal clusters. 

Thread T 2 takes only those attributes which are needed to 
check whether the data point is DoS attack or No DoS. 

T 3 thread is responsible to check whether data point is a 
Probe attack or not so it takes needed attributes accordingly. 

Thread T 4 takes those attributes needed to check whether 
data point is R2L attack or No R2L. 

Thread T 5 takes attributes needed to cluster data point into 
either U2R attack or No U2R. 

All these 5 threads run in parallel. Whenever thread T; 
clusters the data point it puts the result into a shared result 
matrix R [N] [T -1] (where N is number of data points in a data 
set and T is total number of threads). R stores the result of each 
data point that each thread Ti has clustered it into which cluster. 
The Coordinator thread Tc's task is to conclude from the result 
matrix R that each data point is of which type of attack and put 
the classified result into classification matrix C [N][1]. Fig. 3 
shows the flow chart of Clustering threads Ti and Fig. 4 shows 
the flow chart of Coordinator thread T c' 

Fig.3 shows that each Ti is responsible to cluster the data 
point into any one of two allotted clusters. Thus each Ti has 
two initial centroids C1, C2 which have exactly same number of 
attributes as are needed to cluster the data point into allocated 
clusters. Here all six threads run in parallel. Synchronization 
points that are where T c has to wait for the results put by T; and 
where Ti has to wait for T c are shown in the flow charts. 
Sometimes it may possible that same data point can be 
clustered into more than one attack type. 

When a data point is clustered into No N ormal cluster by T I 

and remaining thread T20 T3, T4, Ts cluster it into No DoS, No 
Probe, No R2L and No U2R respectively at that time 
Coordinator thread T c considers it as an attack in classification 
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Figure 3. Clustering Thread Tis Flow Chart 
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matric C. Further that particular data point is considered as 
an anomaly and that is manually checked by a system 
administrator for new type of attack. 

IV. EXPERIMENTS AND RESULTS 

A subset of KDD99 10% training data set has been used 
for experiments. The subset (Data Set) has total 20,000 
randomly chosen records. It has 11,000 Normal, 8,175 DoS, 
675 Probe, 134 R2L and 16 U2R attack records. Symbolic 
attributes of data set like protocot type, service and flag are 
converted into integer value from [0, N-1] (where N = total 
available symbols in particular attribute). The labelling 
information is used after our experiments are performed, to 
evaluate the results. All the experiments are done using 
C#.net Version 4.5 and SQL Server 2008 is used to store 
data sets. Our experiments are done on a system having 4GB 
RAM and two Intel® Core™ i5 CPU of clock frequency 
3.2GHz and 3.33GHz.Each processor has two cores. 

The comparison between K-Means and proposed 
approach is shown in Table II. It shows the Detection Rate 
(DR), False Positive Rate (FPR) and False Negative Rate 
(FNR). Detection rate shows how perfectly the given attack 
is detected. False positive occurs when the system classifies 
an action as an intrusion while it is a legitimate action. False 
negative occurs when an intrusion action has occurred but 
the system considers it as a nonintrusive. 

TABLE II. 

K-Means 

OVERALL COMPARISON BETWEEN K-MEANS AND 
PROPOSED APPROACH 

DR FPR FNR 

95.12% 8.3% 0.18% 

Mnlti-Threaded K-Means 99.18% 1.34% 0.16% 

As shown in Table II proposed Multi-Threaded K-Means 
has better detection rate and low false positive-negative rate. 
Detail analysis of K-Means and proposed Multi-Threaded K­
Means has been shown below in Table III. Table III shows 
the detail for each particular attack. 

K-Means 

Mnlti-

Threaded 

K-Means 

TABLE III. DETAILED ANALYSIS OF RESULT 

DR 

FPR 

FNR 

DR 

FPR 

FNR 

Normal DoS Probe 

91.70% 100% 99.85% 

----- 0.36% 0.03% 

------- 0.00% 0.19% 

100% 100% 99.85% 

------- 0.00% 0.00% 

------- 0.00% 0.14% 

V. CONCLUSION 

R2L 

61.19% 

7.96% 

5.95% 

50.00% 

0.13% 

5.22% 

lJ2R 

37.5% 

0.37% 

50.00% 

43.75% 

1.34% 

50.00% 

Proposed approach has resulted in overall high detection 
rate and low false alarm rate. It is flexible enough to detect 
new attacks in the network. Sometimes it is difficult to 
make out exactly that particular packet is of which type and 
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at this time proposed approach flags that packet as two or 
more attacks based on result matrix R so that it can be 
manually taken care where other approaches cluster them 
into any one type and may fail. 

Proposed approach can be applied to different similar 
applications where there is no need to consider all the 
attributes to cluster. Even our proposed approach can be 
applied when it is difficult to distinguish that particular data 
point belongs to which cluster or when a data point can 
belongs to two or more cluster. 
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