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ABSTRACT

Denial of Service attacks, orchestrated by a single host or
multiple hosts in a coordinated manner, has become an
increasingly frequent disturbance in today's Intemet.
Generally, attackers launch DDoS attacks by directing a
massive number of attack sources to send useless traffic to the
victim. The vietim's services are disrupted when its host or
network resources are occupied by the attack ftraffic. The
threat of DDoS attacks has become even more severe as
attackers can compromise a huge number of computers using
vulnerabilities in popular operating systems [4].This paper
deals with Denial of service (DoS) and Distributed DoS
(DDoS) attacks. In the first part, we categorize existing
defense mechanisms, and analyze their strengths and
weaknesses. In the second part of our investigation, we
develop and evaluate two defense models for oS attacks: the
Secure Overlay Services (SOS) Model and the Server
Hopping Model using distributed firewalls. Each of these
models provide defense in a different part of the network, and
has different resource requirements. In the third part of our
investigation, we assess the effectiveness of our defense
models for different types of DoS attack.
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1. INTRODUCTION

The Internet was initially designed for openness and
scalability. The infrastructure is certainly working as
envisioned by that yardstick. However, the price of this
success has been poor security. On the Internet, anyone can
send any packet to anyone without being authenticated, while
the receiver has fo process any packet that arrives to a
provided service. The lack of authenfication means that
attackers can create a fake identity, and send malicious traffic
with impunity. All systems connected to the Internet are
potential targets for attacks since the openness of the Internet
makes them accessible to attack traffic [4].
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A. Denial-of- Service {DoS§) Attacks
A DoS aftack is a malicious attempt by a single person or a
group of peaple to disrupt an online service. DoS attacks can
be launched against both services, e.g., a web server, and
networks, e.g., the network connection to a server. The impact
of DoS attacks can vary from minor inconvenience to users of
a website, to serious financial losses for companies that rely
on their on-line availability to do business. As emergency and
essential services become reliant on the Intermet as part of
their communication infrastructure, the consequences of DoS
attacks could even become life-threatening. Hence, it is
crucial to deter, or otherwise minimize, the damage caused by
DoS attacks [4].
Types of DoS attacks

+ TCP SYN Flood Attack

+ UDP Flood Attacks

*  Ping of Death Attacks
+  Smurf Attacks

® Teardrop Aftacks

s  Bonk Attacks
o Land Attacks

B. Distributed Denial of Service (DDoS) Attacks

‘When an attacker attacks from multiple source systems, it is
called a Distributed Denial of Service (DDoS) attuck. If the
attacker is able to organize a large amount of users to connect
to the same website at the same time, the web server, often
configured fo allow a maximum number of client
connections, will deny further connections. Hence, a denial of
service will occur. This is a common method used by
‘Hacktivists’.

However, the attacker ftypically does not own these
computers. The actual owners are usually not aware of their
system being used in a DDoS aftack. The attacker usually
distributes Trojan Horses that contain malicious code that
allows the attacker to control their system. Such malicious
code is also referred to as a Buckdoor. Once these Trojan
Horses are executed, they may use email to inform the
attacker that the system can be remotely controlled. The
attacker will then install the tools required to perform the
attack. Once the attacker controls enough systems, which are
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referred to as Zombiss ot sfowes he or she can launch the

attack.
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Figure 3 Dkl Atack
In toiat cages, it s difficolt or even inposdble to prevent
DD attacks entirely. Soetne routers, firewalls, and IDSs are
able to detect Dol attacks and block suspicions contections
to prevent a service from being overloaded. When vou are the
victitn of an etgoing DDeE attack, you sheuld cotitact your
IZF to Block the IP addresses that seem to be the scorce of the
attack. Horwewver, the attacket toay forpe the scotce addresses,
tnaking it wery difficult to trace the actal scorcefs} of the
attack without extensive cooperation of yoor ISE [3].

A Des attack aftng to stop the service provided by a target. It
cat be laotiched in twe forrns. The first forn is to expledt
software wolterabilities of a target by sending mmalforned
packets and ctash the systetn. The second fotn i3 to use
tnassive volummes of nseless tradhic to cooupry 21l the resources
that could service legitimate traffic. Whale it is possible to
protect the first form of attack by patching  known
vilnerabilities, the second form of attack cannot be so easily
prevented. The targets can be attacked simply becanse they
ate cotected to the public Interhet. When the teaffic of a
DB attack cotes from multiple scurces, we call o a
Distributed Denial of Service {DDo3} attack. By using
toultiple attack sources, the power of 3 DDo? attack is
amplidfied and the problem of defense iz toade more
cotopslicated.

The chjective of Dol research i3 to develep practical and
scalakle mechanisms t detect and react to Dol attacks. These
defense mechaniamns shoold detect the De® attack quickly and
accurately, ensure reasenable performance for the networks or
systems utader attack, and track the attack sources accurately
wiith low computational cvethead.
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2. DESHIN

After analyzng exiging Denial-ef-Service {DoS) attack
defetse techidques, we find that the tajor challenges of Dol
attack defense are how to identify the attack traffic acourately
and efficiently, and how to locate attack scorces and filter
attack tratfic close to the scusce.

In the 202 architectore we address the problem of secoring
cotrrunication in teday®s exdgting IP infeastroctore fromm Dol
attacks, where the oofofmutdcatioh 15 betiesh 4 pre-
deterrnined locatioh and a et of weell-khewn nsets, located
argwhere in the wide-area netweotk, whe have antherization
te corrnunicate with that lecation. We focos our efforts on
protecting a site that stores information that s difficolt to
replicate dne o secutity concerns of dus te its dynarnic
nature.

In Server hopping nsing Distttbuted Frreealls architecture the
prowy server changes its location among a pool of servers to
defend apainst onpredictable and likely ondetectable attacks.
Only legitimate dients will be able to follow the server as it
roatng. The main strength of the mechanism lies i the
stroplification of both the detection and filtering of malicicns
attacks packets In this techhique, the prowy setvet’s locatioh
changes dypardcally as 2 function of tme and a
cryptopraphic key shared between the server and the client.
Aunthetized clients whe have the key will be able to determine
the corrent lecation nsed by the server, whereas the malicions
ngers will not know the corrent location. The firewall can then
eagily filter off dlepititnate packets by thapecting the headers.

A Seciere Chgrlig Sermvicas (§05)
The architecture nses a combination of toating via conastent
hashing, and filtering. The forwarding of 2 packet within the
203 architecture, depicted in Fg 2, proceeds theough five
stages [1]:
= A sgource point that is the otigin of the twaffic
forwards 2 packet 1o 2 spedal ovetlay node called a
SOAP that teceives and verifies that the soutee point
has a legitimate cotarundication for the target.
=  The S04P routes the packet to 2 special node in the
2053 architecture that is easily reached, called the
beaco.
=  The beacon fotwards the packet to a “secret”™ node,
called the secret setvlet, whose rdentity @5 knavinm to
otly a small sobset of participants in the 503
architectore.
= The secret servlet forwards the packet to the target.
= The filter arcund the target stops all traffic frem
teaching the tarpet except for taffic that is
forwarded frotn a2 podtt whese IP address i3 the
secret servlet
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Figure 2 Secure Overlay Services architecture

B. Server hopping using Distributed Firewalls

The effectiveness of the framework relies on how the
legitimate clients know where the active server is and how we
migrate the in-process connections as shown in Fig. 3. To be
able to know the active server location, a client needs to have
at least two sets of information: the server address and the
time that the server will be active. This information can be
simply obtained by using a series of communication. To avoid
the DoS attacks on the Internet, however, clients and servers
need a secure communication that provides privacy and
integrity to protect the information.

Router

The main issue is to provide the framework for moving one
end point of a live connection from one location and
reincarnating it at another location having a different IP
address and/or a different port number. The mechanism must
deal with four issues:
+ how the connection is continued between the new
end points
s impact on the network stack and application layer in
both the server and the client sides
* how to recover both connection and application
states
e when fo frigger the migration mechanism.

Serverl

Server?

Firewall

Server3

Serverd

Figure 3 Server Hopping Architecture
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3. SIMULATIONS CARRIED OUT

A simple network before DDoS attack is as shown in Fig. 4.
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Figure 4 Network before DDoS Attack

Nodes 0,1 arc legitimatc nodes communicating with scrver
node 3. Node 2 is the router being compromised. In the
simulation we use a TCP CBR traffic generator. The node 0
and | send packets to node 3 at regular intervals. The queue
stack of the router nodc 2 is sct to allow only legitimatc traffic
i.e. from node 0 and 1. The node 3 is a TCPSink, which
accepts all traffic. Acknowledgements may be included. In
The network during DDoS attack is as shown in Fig. 5.

this simulation acknowledgements arc not included since our
aim is to demonstrate damage done by zombies in one
direction only. Nodes 4, 5, 6, 7,.8and 9 are zombie nodes.
They are compromised nodes, which act as slaves to a central
cvent for c.g. particular dates or actions by uscr. When the
zombies are activated they collectively attack the target node.
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Figure 5 Network during DDoS Attack

e Nodcs 4, 3,6, 7, 8 and 9 arc zombic nodcs, which

attack routcr nodc 2.
e The DDoS attack causes the link 2-3 to overtlow.
This leads to packet losses as shown in Fig. 5

s The density of attack determines amount of
legitimate packet loss.
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Figure 6 Simulated SoS Archileclure
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The packet movement follows the path: Source - SOAP =
Beacon = SecretServlet 2 Target. The Server hopping

archifecture is simulated using the network shown m the Fig.

7.

Through simple analytical models we show that DoS attacks
directed against any part of the SOS infrastructure have
negligible probability of disrupting the communication
between two parties: for instance, when only ten nedes act as
beacons, ten nodes act as secret servlets, and ten nodes act as
access points, for an aftack to be successful in one cut of ten
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Figure SAnalysis Of So8

The packet movement is as follows: Source = Router >

Firewalls = Target as shown in Fig. 8.

Figure 8 Server Hopping Architecture — Packet Forwarding
4. RESULTS

The following Fig. 9 shows the simulation results of SoS,

which depict time at each point.

thousand attempts, approximately forty percent of the nedes
in the overlay must be attacked simultaneously. Furthermore,
the resistance of a SOS network against DoS attacks increases
greatly with the number of nodes that participate in the
overlay. The server selected at each time instant is shown in
Fig. 10 (using moedule as hash function)
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Figure 10 Analysis of Server Hopping

The benefit of the server roaming outweighs the cost of the
roaming and the loss caused by the attacks. The migrating
connections from the attacked server to a non-attacked server

increase the opportunity for the transfers to be completed a lot
quicker than leaving them with the stalled server.

5.CONCLUSIONS

Distributed denial-of service is a grave problem that requires
a complex solution. Distributed denial-of-service requires a
distributed solufion. The architectures present a crucial
building block of this solution by implementing systems that
provide a selective and dynamic response.

We believe that our approach is a novel way of countering
DoS attacks, especially in service-critical environments. It
provides good service to legitimate traffic during the attack,
which is the ultimate goal of DDoS defense.

The contribution of these architectures provides a range of
defenses that can severcly limit the damage caused by DoS
attacks. This ifself is a significant step forward in providing a
robust Internet service that can be used with confidence for
electronic commerce and other on-line services.
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